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Chemical Neuroimmunology: Health in a Nutshell


Bidirectional Communication between Immune and Stress
(Limbic-Hypothalamic-Pituitary-Adrenal) Systems
Natalya Lozovaya[b] and Andrew D. Miller*[a]


Stress is a ubiquitous and pervasive part of modern life that is
frequently blamed for causing a plethora of diseases and other
discomforting medical conditions. All higher organisms, including
humans, experience stress in the form of a wide variety of stressors
that range from environmental pollutants and drugs to traumatic
events or self-induced trauma. Stressors registered by the central
nervous system (CNS) generate physiological stress responses in the
body (periphery) by means of the limbic-hypothalamic-pituitary-
adrenal (LHPA) axis. This LHPA axis operates through the use of
chemical messengers such as the stress hormones corticotropin-
releasing hormone (CRH) and glucocorticoids (GCs). Under con-
ditions of frequent exposure to acute stress and/or chronic, long-
term exposure to stress, the LHPA axis becomes dysfunctional and
in the process frequently overproduces both CRH and GCs, which
results in many mild to severely toxic side effects. Bidirectional
communication between the LHPA axis and immune/inflammatory
systems can dramatically potentiate these side effects and create
environments in the CNS and periphery ripe for the triggering and/


or promotion of tissue degeneration and disease. This review aims
to present as far as possible a molecular view of the processes
involved so as to provide a bridge from the diffuse range of studies
on molecular structure and receptor interactions to the burgeoning
biological and medical literature that describes the empirical
interplay between stress and disease. We hope that our review
of this fast-growing field, which we christen chemical neuro-
immunology, will give a clear indication of the striking range
and depth of current molecular, cellular and medical evidence
linking stress hormones to degeneration and disease. In so doing,
we hope to provide encouragement for others to become interested
in this critical and far-reaching field of research, which is very much
at the heart of many important disease processes and very much
a critical part of the crucial interface between chemistry and
biology.
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Introduction


Stress is generated in many ways. For instance, environmental
pollutants, alcohol or addictive drugs, traumatic events, self-
induced traumas created by socioeconomic, psychosocial handi-
caps, or anxious/defeatist personality conditions, are all stressors
that will be processed by the central nervous system (CNS) and
relayed to the body (periphery) to create physiological stress
response reactions. These stress response reactions to stresses
and their accompanying stressors are frequently related anec-
dotally to disease states and pathological conditions. However,
until the recent advent of the field of neuroimmunology there
has been little to formally link stress to disease. Nowadays,
evidence from neuroimmunology is mounting that shows there
are indeed impressive connections between sustained stress,
immune/inflammatory systems and disease and that these
connections can increasingly be understood at a molecular level.
The primary focus of this review is that facet of neuro-


immunology, sometimes known as neuroendocrinimmunology
but which we prefer to christen chemical neuroimmunology,
that revolves around the bidirectional communication between
the immune/inflammatory and limbic-hypothalamic-pituitary-


adrenal (LHPA) systems, facilitated by a common set of chemical
messengers/mediators. The LHPA axis is the main ™information
superhighway∫ linking CNS to periphery and represents the
primary means by which the brain receives the emotional,
psychological and sensory information generated by stresses
and associated stressors and relays them into instructions in the
form of chemical messengers that signal physiological stress
responses within the body in response to stress stimuli (Fig-
ure 1).[1] Excitation of the LHPA axis is driven by several central
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brain circuits that all project directly into the paraventricular
nucleus (PVN) of the hypothalamus.[2, 3] Parvocellular neuro-
secretory neurons of the PVN project towards the median
eminence (ME) and release corticotropin-releasing hormone
(CRH, 1; Scheme 1) into the hypophysial portal circulation.
Following this hormone release, activation of CRH receptors in
corticotropic cells of the anterior pituitary (APit) then stimulate
the release of adrenocorticotropin hormone (ACTH, 2) into wider
circulation. The process is complete when ACTH docks with
cognate receptors of the adrenal cortex, which causes the
release of glucocorticoids (GCs) such as cortisol (3) in humans or


Figure 1. Diagrammatic summary of the limbic-hypothalamic-pituitary-adrenal
(LHPA) axis showing how stressors interact with various brain centres to initiate
the production of corticotropin-releasing hormone (CRH), which in turn
stimulates the secretion of adrenocorticotropin hormone (ACTH) into the blood
stream and results in anabolism of glucocorticoid (GC) hormones in the adrenal
gland. Both positive (red arrows) and negative (blue arrows) feedback control
loops are shown. Abbreviations used for brain regions are as follows: CA1 and
CA3, hippocampal neurons; DG, dentate gyrus; RN, raphe nucleus; LC, locus
coeruleus; NTS, nucleus tractus spinalis ; CeA, central nucleus of the amygdala;
BNST, bed nucleus of stria terminalis ; PVN, paraventricular nucleus ; APit, anterior
pituitary.


corticosterone (4) in rats. In the classical model of brain function,
this system is essentially a one way process from brain to adrenal
cortex with the existence of negative feedback loops from GCs
to the pituitary gland, hypothalamus and limbic system (which
includes the hippocampus, prefrontal cortex and lateral septum)
to prevent overexcitation of the LHPA axis and overproduction
of GCs (Figure 1).
The range and type of central brain circuits that project


directly into the PVN and communicate with the LHPA axis are
various and reflect the central role of the LHPA axis in stress
management. These circuits include the brainstem catecholami-
nergic pathways, amygdaloid projections from the central,
medial and cortical nucleus (CeA),[4] projections from the bed
nucleus of the stria terminalis (BNST),[5, 6] catechol-aminergic/
noradrenalinergic circuits emanating from the locus coeruleus
(LC) and serotoninergic circuits from the raphe nucleus (RN).[7]


These are all stress-activated circuits that operate directly in
response to a defined stressor. For instance, haemmorhage,
respiratory distress and hypotension will activate catecholami-
nergic input from the brainstem whilst restraint stress and fear
conditions will activate amygdaloid input.[8, 9] Hence, the PVN
appears to be the crucial locus for collection of stress stimuli in
the form of electrical impulses and their onward transformation
into chemical messages.
Given the central importance of the LHPA axis in the


communication of external stress stimuli to the periphery, LHPA
dysfunction presents potentially very serious problems. In short,
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whilst the LHPA axis exists for the communication of stress
stimuli and the management of routine levels of stress, LHPA-
axis dysfunction will result from excessive stress stimulation,
which thereby creates conditions able to trigger, promote and/
or potentiate a bewildering variety of disease states and
pathologies.[10, 11] These disease states and pathologies range
from sleep disorders, melancholic depression, anxiety and
mental illnesses through to hyperlipidemia, hypertension, type


II diabetes, infections and autoimmune
disorders. Prolonged LHPA-axis dys-
function may also be the trigger for
the neurological effects seen in several
significant human pathologies such as
obesity, Alzheimer's disease (AD), AIDS,
dementia, anxiety disorders, anorexia
nervosa and chronic depression. Even
severe autoimmune/inflammatory dis-
orders like rheumatoid arthritis (RA)
and allergic conditions such as asthma
and eczema may be triggered by
immune system distortions linked to
LHPA axis dysfunction.
The molecular links from LHPA-axis


dysfunction to these disease states
and pathologies are not yet fully
characterised but the key stress hor-
mones, which comprise CRH and the
GCs, are now understood to have toxic
effects when produced in excess.
Moreover, these toxic effects appear
to be enhanced in range and scope by
the bidirectional interplay between
the LHPA axis and immune/inflamma-
tory system mediated by proinflam-
matory cytokines such as interleukin-1
(IL-1), interleukin-6 (IL-6) and tumour
necrosis factor � (TNF�). In this review,
the interrelated toxic effects of CRH,
GCs and cytokines will be discussed in
the light of basic chemical and bio-
chemical behaviour in an attempt to
advance an understanding of the rela-
tionship between stress, LHPA axis
dysfunction, immune/inflammatory
system and disease at the molecular
level. To do this, the review will begin
with a discussion about the structures
and receptor interactions of the key
stress hormones and cytokines, contin-
ue with a discussion about their poten-
tial toxic effects and conclude with a
detailed summary demonstrating how
LHPA axis dysfunction can now be
linked causally to many major disease
states and pathological conditions.


Chemical Messengers of the LHPA Axis


CRH, agonists, antagonists and receptors


CRH is a 41 amino acid single-chain polypeptide (Scheme 1). The
secondary structure of human CRH (hCRH) has been character-
ised by 1H NMR spectroscopy in trifluoroethanol/water (TFE/H2O;
66:34 v/v) and shown to consist of an � helix from residues 6 to
36 (76% helical).[12] The �-helical region from residues 6 to 20 is


Scheme 1. Structures of corticotropin-releasing hormone (CRH), glucocorticoids (GCs) and typical CRH
antagonists. Red, key functional CRH, astressin and urocortin (Ucn) amino acid residues; light blue, amino acid
residues that are identical in 1, 5, 8 and 9 ; purple, similar amino acid residues. Other abbreviations used are as
follows: h, human; r, rat ; f, D-phenylalanine; Z, L-pyroglutamic acid; ACTH, adrenocorticotropin hormone; Svg,
sauvagine; X, variable substituent.
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amphiphilic but the remaining C-terminal region is hydrophilic
in character. This C-terminal helical region appears to be
retained in pure water whilst the amphiphilic helical region is
not.[12, 13] Intriguingly, structure ± activity studies have revealed
that the amino acid residue side chains of residues 5 to 19 are
important for receptor binding and activation, whilst the
C-terminal region is only present for structural conservation.[14]


Since an �-helical CRH (9 ± 41) has been shown to be an
antagonist of CRH,[12] the 1H-NMR-derived structure described
has been proposed to be the conformation of receptor-bound
CRH. Therefore, CRH receptor proteins (see below) may have
the role of amphiphilic organisers that encourage the forma-
tion of the amphiphilic helical region of CRH and lead to
receptor activation. Since �-helical CRH (9 ± 41) has also been
shown to displace CRH from CRH-binding proteins,[15] these
binding proteins may well function in a similar way to
sequester CRH and control the level of free CRH in neurological
tissue.
CRH exhibits its activity through G-protein-coupled receptors.


CRH Type 1 receptors (CRHR1) are found mainly in the pituitary
and brain; examples have been cloned from human, mouse, rat,
chicken and frog cells.[16±20] Two splice variants of CRH Type 2
receptors, known as Type 2� (CRHR2�) and Type 2� (CRHR2�),
have been found expressed in the periphery in tissue from brain,
heart, lung and skeletal muscle.[19, 21±25] In rodents, CRHR2� and
CRHR2� are found exclusively in the CNS and periphery,
respectively. Recently, it has been proposed that urocortin
(Ucn, 8 ; Scheme 1), a natural CRH analogue, may be the natural
endogenous ligand of has been isolated from the skin of the frog
Phyllomedusa sauvagei CRHR2.[26] Also, a 40 amino acid peptide,
sauvagine (Svg, 9 ; Scheme 1), has been isolated from the skin of
the frog Phyllomedusa sauvagei that is highly homologous to
CRH and displays a number of CRH effects also mediated by
CRHR2 receptor types.[13, 27]


There has been substantial interest in the design and synthesis
of CRH antagonists as well as agonists. Since the discovery of
potent peptide antagonists [such as �-helical CRH (9 ± 41) and
astressin (5 ; Scheme 1)] based upon the N-terminal truncated
amino acid sequence of human/rat CRH (h/rCRH), several CRHR1-
selective nonpeptide antagonists have been developed.[28, 29]


These antagonists have been found to attenuate CRH-mediated
conditions such as seizure, interleukin-1� (IL-1�) induced fever,
or exhibit anxiolytic activity in vivo.[30, 31] Such CRHR1-selective
nonpeptide antagonists usually contain a pharmacophore with a
substituted phenyl ring attached to a five- or six-membered
nitrogen heterocycle, as in 6.[32] One notable example of
this class of molecule is the CRHR1-selective antagonist ant-
alarmin (CP-154526; 7).[29, 33] Conceivably, this common feature
mimics an important and favourable arrangement of the
side chains of the adjacent amino acid residues phenylalanine
(F) and histidine (H) that are present in both CRH (1) and its
peptide antagonists such as astressin (5 ; Scheme 1) and may
well form key contacts in the receptor ± ligand complexes.
Certainly, the available structural evidence suggests that these
residues may well be in an exposed, conformationally mobile
region of CRH proximal to C-terminal �-helical structures formed
upon receptor binding, as described above (also see, ref. [34]).


Other CRHR2-selective peptide antagonists have also been
designed.[27]


GCs, agonists, antagonists and receptors


The main glucocorticoids (GCs) involved in the LHPA axis are
cortisol (3) in humans and corticosterone (4) in rats. GCs interact
primarily with either mineralocorticoid receptors (Type I; MR) or
glucocorticoid receptors (Type II ; GR),[35±38] which have been
known to participate in corticosteroid negative feedback control
for a number of years.[39] Corticosteroids, including GCs, have
been the subject of research for decades, research which has
given rise to a variety of selective receptor agonists and
antagonists. For instance, RU486 (also known as RU38486, mifepri-
stone or Mifegyne; 10) is a GR-selective antagonist,[40, 41] as is
RU40555.[42, 43] By contrast, RU28318 and spironolactone (11) are
MR-selective antagonists.[41±44] In studies of the LHPA axis, the GR-
selective agonist known as dexamethasone (DEX; 12) is critical. This
molecule appears to be able to mimic many of the neurological
effects of 3 or 4 through GR binding (as described below).[45]


Both corticosteroid receptor types mentioned above belong
to the nuclear receptor (NR) family[46] of ligand-induced tran-
scription factors. These molecules are structurally and function-
ally related and have structures that may be divided into three
main domains, which include a C-terminal ligand binding
domain (LBD) and a central DNA binding domain.[47] Steroid
receptors not bound to their ligand are complexed with
molecular chaperone proteins such as Hsp90 and Hsp70 in
readiness for GC binding.[48] Following GC binding to the LBD,
DNA binding is enabled and DNA transcription triggered.[49±51]


Human MR and GR are closely related to one another, with
structural and functional similarities that include highly conserved
LBD and DNA-binding domains (57 and 94% sequence identity,
respectively).[35, 37] MR binds mineralocorticoids such as aldoster-
one (13 ; Scheme 1), as well as glucocorticoids with high affinity,
whereas GR binds only glucocorticoids with high affinity.[35, 36, 52, 53]


The LBD of GR comprises about 250 amino acid residues,
which may fold into a hydrophobic pocket to bind glucocorti-
coids. An homology model of the LBD has been reported in the
form of a three-layered antiparallel �-helical ™sandwich∫ struc-
ture that undergoes a substantial conformational change
involving the folding back of Helix H12 to give a more compact
structure upon ligand binding.[54, 55] A similar homology model of
the MR LBD has also been described.[56] Such mutagenesis
studies that have been performed guided by these structures
suggest that general receptor selectivity is determined by crucial
binding regions in both GR and MR LBDs that contact the steroid
A-ring �,�-unsaturated ketone group (site I), 11-� functionalities
in the C ring, and C-17/C-18 functionalities around the D ring
(site II ; see Scheme 1).[54, 56] However, current mutagenesis
evidence also suggests that the key difference between MR
and GR selectivity arises from an amino acid residue, Valine 571,
in the GR LBD.[54] This residue appears to function as a means to
reduce interactions with mineralocorticoids even though there is
no direct contact between this residue and the ligand, according
to the GR LBD homology model.
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Proinflammatory cytokines and receptors


Pivotal cytokines such as TNF�, IL-1�, Interleukin-1� (IL-1�) and
IL-6 appear to provide crucial communication links between the
immune system and the LHPA system. In other words, TNF�, IL-
1�, IL-1� and IL-6 are amongst a select number of cytokines that
are central to the facet of neuroimmunology described here.
IL-1� and IL-1� are isoforms of the potent cytokine Interleukin


1 (IL-1). These isoforms have been demonstrated to perform
central mediatory roles in immunity, hematopoiesis and inflam-
mation, with consequences for rheumatoid arthritis and septic
shock as well as potential consequences for neurodegenerative
diseases such as Alzheimer's disease.[57±61] Both IL-1� and IL-1�
are expressed as approximately 31-kDa precursors that are
processed to mature biologically active proteins of 153 and
159 amino acid residues in length, respectively (both approx-
imately 17.5 kDa).[62, 63] In spite of possessing only about 25%
sequence homology, these two molecules have almost identical
tertiary structures (Figure 2),[64±66] and act through the same cell
surface receptors (IL-1RI, IL-1RII and accessory chain) to elicit
similar biological responses, with few exceptions.[67±71] IL-1RI has
a molecular mass of approximately 80 kDa and is found at the
surface of virtually all cells, including T-cells and endothelial cells.
IL-1RII has a molecular mass of 68 kDa and locates to the surface
of immune cells such as neutrophils and macrophages. Both
receptors are glycosylated and belong to the immunoglobulin
superfamily.[57, 58, 72] The determination of the X-ray crystal
structure of the complex formed by IL-1� and the soluble IL-1R
receptor fragment (sIL-1R)[73] has confirmed that interactions
between receptor and cytokine involve contacts that may be
grouped into two main regions, Sites A and B. These sites
coincide well with the locations of amino acid residues
previously identified by site-directed mutagenesis experiments
as having a role in mediating receptor binding (Figure 2).[72, 74±76]


Mutagenesis studies have also identified three other amino acid
residues unimportant for binding but apparently essential for
receptor activation and signal transduction.[72] Indeed, one of
these residues in particular, aspartate 145 (D145) was found to
be especially important for receptor activation. The lysine (K)
mutant D145K derived from wild-type IL-1� was shown con-
vincingly to behave as a receptor antagonist able to bind IL-1
receptors in a manner competitive with wild-type IL-1�, but the


Figure 2. Cytokine structures with amino acid residues important for receptor
binding and/or receptor activation/signal transduction illustrated. a) Top view of
IL-1� (Protein Data Bank (pdb) code 1I1B),[64] showing Site A (blue) and Site B (red)
receptor binding residues identified by site-directed mutagenesis experiments[72, 74]


and confirmed by X-ray crystal structure analysis.[73] The Boraschi-loop (trigger
loop; yellow) functions both for binding and early gene activation. Residues
essential for receptor activation and not binding (purple) are also shown;[72]


b) Side view of IL-6 (pdb code 1ALU) showing Site 1 (red), Site 2 (yellow) and Site 3
(blue) amino acid residues identified by site-directed mutagenesis[85±91] and
confirmed by X-ray crystal structure analysis.[84] Site 1 mediates binding to IL-6R�
and Sites 2 with 3 mediate binding to two different molecules of gp130; c) top
view of the TNF� homotrimer (pdb code 1TNF)[100] highlighting amino acid
residues of primary loop 84 ± 91 (yellow) shown by site-directed mutagenesis
experiments to be important for TNFR-p75 and p55 interactions.[102] A second loop
(29 ± 34; red) is also shown and is thought to be important for selective
interactions with TNFR-p75.[103]
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mutant was barely able to elicit any biological responses in
assays.[75]


IL-1 activity is normally controlled within biological systems by
mechanisms that involve a third member of the IL-1 family,
namely the interleukin-1 receptor antagonist (IL-1ra),[63, 77, 78]


which binds competitively to IL-1 cell surface receptors without
eliciting a comparable biological response to that induced by
IL-1.[79] IL-1ra possesses a very similar tertiary structure to IL-1�
and IL-1�, minus a critical �-bulge structure present in both
IL-1� and IL-1� structures but completely absent from that of
IL-1ra.[80, 81] This �-bulge structure, also known as the trigger or
Boraschi loop (Figure 2), has been implicated in receptor binding
but also as an ™early trigger∫ of gene expression following IL-1
binding to receptors.[73, 76, 82]


Cytokine IL-6 is a frequent counterpart to IL-1 and is known to
exercise a comparable variety of roles in immunity, inflammation
and hematopoiesis.[83] This cytokine consists of 185 amino acid
residues and possesses a vastly different tertiary structure to that
of the IL-1 family. Determination of the X-ray crystal structure of
IL-6[84] has provided the first real clues about receptor inter-
actions involving this cytokine in the face of a complex and
rather contradictory set of site-directed mutagenesis data
(Figure 2).[85±91] The mechanism of receptor activation and signal
transduction appears to have little connection to that of the IL-1
family. The IL-6 receptor complex is now known to consist of two
polypeptides known as the � chain (IL-6R� ; 80 kDa) and the
� chain, the latter of which is a transmembrane glycoprotein
(gp130) that binds IL-6 only weakly but binds the IL-6/IL-6R�
complex with high affinity leading to signal transduction and
appropriate biological responses.[92] An ordered and sequential
mechanism appears to exist in which IL-6 binds first to IL-6R�,
mediated by amino acid residues in Site 1 (Figure 2), and then to
gp130 on the cell surface through the amino acid residues of
Site 2 (Figure 2). A heterotrimeric complex is then formed.
Heterotrimers may well dimerise further to form a hexameric
complex as a result of a third ™cross-linking∫ binding event in
which the IL-6 molecule of one heterotrimer interacts with the
gp130 of the other heterotrimer.[93] This third binding event
appears to involve amino acid residues in Site 3 (Figure 2).[84]


Cytokine TNF� represents yet another substantial twist in the
theme of cytokine structure and receptor interactions. TNF� is
widely appreciated to be the principle mediator of systemic
responses to sepsis and injury[94] and is produced by inflamma-
tory cells in response to diverse infectious stimuli and tissue
injury so as to generate a cascade of mediators that direct
immunological functions.[95] In large excess, TNF� may induce
the equivalent of toxic shock,[96] and slightly lower levels have
been implicated as contributing towards anorexia and cachexia
conditions.[97] TNF� effects are mediated through two main
TNF� receptors, namely the 55-kDa TNFR-p55 and the 75-kDa
TNFR-p75.[98, 99] The X-ray crystal structure of TNF� reveals a
homotrimeric structure comprised of three identical 17-kDa
polypeptide subunits (Figure 2).[100] This homotrimeric structure
is now considered likely to be the biologically active form[101] and
certainly appears to be essential for TNF� binding and activation
of either of the two main receptors.[102] Whilst at least four
regions of TNF� appear to be critical for receptor binding and


signal transduction, two exposed surface loops corresponding
with residues 84 ±91 and 29± 34 appear to be of particular
significance (Figure 2).[102] The former region harbours tyrosine
87, an amino acid residue that may be mutated to result in
complete retention of the homotrimeric quaternary structure
but almost complete loss of receptor binding and activation. The
latter loop region appears to have special significance for
mediation of binding to the TNFR-p75.[103] Activation of this
particular receptor type is responsible for the systemic toxicity
that characterises the biological effects of excess TNF�.
Cytokine/receptor interactions, in common with many such


interactions between proteins and their cognate receptors, are
clearly complex and involve multiple discontinuous contact
points. For this reason, direct inhibitors have been difficult to
obtain. However, there have been some notable successes,
particularly with IL-1. Recent attempts to inhibit IL-1 effects have
included the use of recombinant IL-1ra, soluble receptor
antagonists, pyridinylimidazole inhibitors and even complemen-
tary peptide ™mini receptor∫ inhibitors.[80, 104±108] This very same
complementary peptide ™mini receptor∫ inhibitor approach has
even been found to yield some useful results with TNF�[107a] and
some other cytokines involved in neuroimmunological casca-
des.[107b] Such inhibitors used in conjunction with inhibitors of
CRH could become very useful tools in the future to control the
excesses of the LHPA axis with arguably beneficial consequences
for mental and physical health, as we shall reveal in the next
sections of this review.


LHPA-Axis Control; The Negative Feedback
Loop


Control of the LHPA axis is essential given the problems
associated with dysfunction alluded to in the Introduction.
Therefore, this section is devoted to understanding the negative
feedback loop and how this may degrade, which leads to LHPA
dysfunction and hence to disease states and pathologies. GC-
mediated negative feedback has been known for some time to
emanate primarily from the hippocampus.[38, 109] Substantial
numbers of GR and MR complexes reside in the hippocampus.
Activation of these receptors by GC binding provides the
negative feedback inhibition of the LHPA axis necessary to return
the system to basal activity after exposure to stress stimuli.[110]


MRs have approximately 10-fold higher affinity than GRs for
GCs so that at normal basal GC levels the majority of MRs are
occupied (over 70 ± 90%) by GCs, even at resting levels during
the circadian trough.[38, 111±113] Since GRs have lower affinity for
GCs, these only become substantially occupied during periods of
high circulating GC levels, such as during stress or at a circadian
(diurnal) peak.[38, 112, 114] The general opinion appears to be that
MRs are needed to maintain basal LHPA-axis activity during the
circadian (diurnal) trough and provide sensitivity to the stress
response,[39, 42, 112, 115] whilst GRs are needed to suppress excit-
ability (that is, constrain the LHPA axis) during the circadian peak
and acute stress hence facilitating recovery from stress post
exposure to stimuli.[42, 116±118] The constraining role of GRs has
been supported by data obtained during experiments with
transgenic mice expressing an impaired GR function.[119] How-
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ever, there is evidence to suggest that MR activation plays an
important role in facilitating GR-dependent regulation of the
LHPA axis by corticosterone (4).[42] The results of other recent
studies also point to a more central role for MRs in constraint and
control of the LHPA axis during stress.[44, 120, 121]


There do appear to be several alternative means to modulate
MR and GR activity, which include the use of the ability of
noradrenergic (NA) pathways to exercise direct control over
hippocampal MR levels and the affinity of hippocampal GRs for
GCs.[122] Cholinergic pathways are also known to regulate LHPA-
axis activation.[123] By contrast, GC binding to a steroid-family
receptor complex known as nur77 in rats (NAK-1 in humans) is
known to antagonise LHPA-axis negative feedback.[124]


Stress and negative feedback


If the normal response of the LHPA axis reflects the net influence
of stimulatory drive and GC negative feedback, then the simplest
model of LHPA-axis dysfunction is loss of negative feedback
leading to an unopposed stimulatory drive. Evidence acquired
from studies using dexamethasone (12) suggests that loss of
negative feedback control is an important consequence of
intensive, acute stress or chronic stress conditions. Dexametha-
sone has been used extensively in the context of the dexame-
thasone suppression test (DST) to probe the LHPA axis for
defects in GC negative feedback.[125] Dexamethasone (12)
administration normally provokes a substantial fall in the levels
of ACTH and GCs in plasma through GR-mediated agonist
effects.[45] A loss of sensitivity towards dexamethasone admin-
istration is regarded as indicative of reduced GC negative
feedback control of the LHPA axis. In rats, intensive, acute stress
has been found to cause prolonged loss of sensitivity towards
dexamethasone (12) in DSTs that correlated closely with long-
lasting decreases in GR and then MR binding of GCs in
hippocampal tissue.[126]


The GR-agonist properties of dexamethasone (12) also make
repeated and excessive administration of this compound a
useful mimic of excessive GC secretion generated by intensive,
acute bouts of stress stimulation. When rats were exposed to
excessive repeat administrations of 12, they exhibited a host of
symptoms such as significantly decreased levels of GR mRNA
levels in the hippocampus, increased levels of CRH mRNA levels
in the PVN and prolonged ACTH secretion. Such symptoms are
all consistent with a scenario in which excessive levels of
dexamethasone (12) erode GC negative feedback control of the
LHPA axis by a mechanism that involves reductions in MR and GR
mRNA levels and possibly reductions in receptor ± ligand
avidities as well, leading to LHPA-axis hyperactivity and stress
hormone hypersecretion.[127] Results such as these have also
been seen in the adult offspring of dexamethasone-treated
pregnant animals. In rats, fetoplacental exposure to maternally
administered dexamethasone was found to result in permanent
attenuation of GR and MR mRNA expression in hippocampal
tissue, accompanied by increased basal levels of corticoster-
one.[128] Furthermore, other studies involving chronic stress have
revealed a similar combination of adrenal hypertrophy and


baseline hypersecretion of both GCs and CRH, concurrent with
significant downregulation of MR and GR mRNA levels.[129, 130]


The clear implication of all these experiments is that intensive,
acute bouts of stress stimulation or chronic stress stimulation
could directly cause LHPA-axis dysfunction by impairing GC
negative feedback control at the level of the corticosteroid
receptors.[126] Furthermore, excessive stress stimulation in preg-
nancy can lead to permanent LHPA-axis dysfunction in offspring
by a similar mechanism. Such suggestions are completely
consistent with the GC cascade hypothesis,[131] according to
which stress stimuli are proposed to directly induce down-
regulation of MRs and GRs in the hippocampus and impair GC
feedback control on stress-induced LHPA-axis activation, leading
to an increase in the basal level of GCs, ACTH and CRH that may
develop into long-term hypersecretion depending upon the
severity of stress stimulation.


Age and negative feedback


Age-related effects appear to be very similar to stress-related
effects on the LHPA axis. Aging is associated with erosion of
negative feedback control of the LHPA axis heralding crucial
changes in long term functioning and the advent of neuro-
degeneration. Hippocampal neurodegeneration, loss of cortico-
steroid receptors and concomitant LHPA-axis dysfunction and
lability following stress are all associated with the aging
process.[132, 133] Studies with aged rats demonstrate that MR
and GR binding of GCs by the aged hippocampus is up to 50%
lower than that achieved by the young hippocampus, compa-
rable with a 30 ±40% reduction in MR and GR steady-state
mRNA levels.[133] Other studies suggest that MR binding
capacities are principally affected by aging.[132] Such reductions
explain the slower, corrupted response of the negative feedback
loop in aged as opposed to young animals, which leads to ACTH
and GC hypersecretion in aged animals.[132, 134, 135] Similar effects
have also been observed in aged dogs as well as in aged rats and
lead to similar conclusions.[136] Other age-related effects involv-
ing neurotransmitter interactions may also impinge negatively
upon LHPA-axis control.[137] The very similarities between age-
and stress-related effects on LHPA-axis function have led to the
suggestion that stress stimulation and GCs may at least facilitate
if not be a primary cause of the aging process in rats and also in
humans, although the evidence is less categoric in the latter
case.[131] In any event, it should now be clear that stress and
aging cause parallel effects and are inextricably linked at the
level of the LHPA axis.
Recently, Wang et al. provided a devastating review of the


morphological and pathological changes associated with age-
related LHPA dysfunction.[131] Reduction in sensitivity to the DST
with aging clearly suggests that loss of negative feedback
control is crucial to the development of the pathology.
Furthermore, raised levels of CRH, ACTH and GCs in aged
humans or animals are clearly accompanied by hypertrophy in
the adrenal gland, neuronal loss in the hypothalamus and loss of
GC receptors in the hippocampus. In addition, oxidative enzyme
activities are also elevated by aging. Mechanisms for the toxic
and pathological consequences of excessive secretion of stress
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hormones, including potential mechanisms for neurological
damage, are described in detail later on in this review.
Interestingly, there has been a report that prolonged oestrogen
therapy of aged rats increases GR levels in the hippocampus and
restores the efficacy of the DST, which suggests that a practical
reversal of aging effects has taken place.[138]


LHPA-Axis Control; The Role of Cytokines


Research in the field of neuroimmunology during the last few
years has shown convincingly how proinflammatory cytokines
such as IL-1, IL-6 and TNF�mediate bidirectional communication
between the immune/inflammatory and LHPA systems (Fig-
ure 3). The range and depth of these communication links is far
from being completely understood but there is now a growing
appreciation, as is described below, that LHPA-axis dysfunction
caused by intensive, acute bouts of stress or chronic stress
stimulation can have significant consequences for immune
system function owing to the existence of direct communication
links between the LHPA and immune/inflammatory systems.
Moreover, these direct communication links are very much
bidirectional and cytokines can also directly influence the
functioning of the LHPA axis even to the point of contributing
to LHPA-axis dysfunction.[139]


Central to bidirectional communication between immune/
inflammatory and LHPA systems is a negative feedback loop
wherein cytokines such as IL-1, IL-6 and TNF� released from sites
of inflammation and infection in the periphery cross the blood±
brain barrier (BBB) and stimulate the LHPA axis in order to release
GCs into the circulation, where these GCs may exert systemic
antiinflammatory effects.[140±142] IL-1 and possibly IL-6 appear to
influence MR affinity for GCs in the hippocampus and shift the
MR/GR balance so as to promote stress hormone secretion by


impairing GC negative feedback control at the level of the
corticosteroid receptors.[116, 143, 144] The similarity between this
apparent mechanism of cytokine-mediated LHPA-axis stimula-
tion and the consequences of excessive stress stimulation for the
LHPA axis (as described above) suggest key synergies may exist
between the effects of excessive stress stimuli and the immune/
inflammatory system that could provide the means to provoke
and exacerbate LHPA-axis dysfunction.


Peripheral origins of cytokines


The potential for these synergies becomes all the more
significant given the fact that physical and psychological stress
increases peripheral production of cytokines directly. Such data
are crucial in that they suggest a direct link from stress stimuli to
control of the LHPA axis through the peripheral immune system.
There have been clear demonstrations that plasma IL-6 levels
increase in rats exposed either to a novel environment,[145]


physical restraint[146] or conditioned aversive stimuli.[146] Chronic
restraint stress has also been found to elevate levels of rat
plasma IL-1�.[147] Similarly, Spivak et al. have noted an elevation in
IL-1 levels as a result of combat-related post-traumatic stress
disorder.[148] These cytokines produced in the periphery can
affect neuronal activity and the LHPA axis by accessing the CNS
within the circumventricular organs (CVO) and specific regions
that are relatively devoid of BBB restrictions owing to high local
density and permeability of capillaries. Specific regions include
the PVN, the organum vasculosum laminae terminalis (OVLT), the
area postrema (AP), the median eminence (ME), the CeA and the
BNST.[149±151] In addition, there are now known to be specific
saturable BBB transport systems for IL-1�,[152] IL-1�,[153] IL-1ra,[154]


TNF�[155] and IL-6,[156] but not apparently for IL-2. This latter
deficit may be made up for by the fact that peripheral immune


cells such as macrophages, T-cells and neutrophils
can enter the CNS as a result of a breakdown in the
BBB following insult or infection that may itself be
cytokine mediated.[11, 157±159] These cells then gen-
erate all the main proinflammatory cytokines such
as IL-1, IL-6 and TNF� in situ along with IL-2.
Furthermore, lymphocytes can travel into the CNS
through the BBB even in the absence of any
obvious pathology, although to a lesser ex-
tent.[160, 161]


CNS origins of cytokines


Data has also been accumulating to suggest that a
link may also exist between stress stimuli and
control of the LHPA axis by local CNS immune
system activity. All types of glial cells and neurons
are now understood to produce or have the
capacity to produce cytokines.[57, 161±167] IL-1,
IL-6 and TNF� immunoreactivities have been
found in a variety of regions in rats, includ-
ing the hypothalamus, hippocampus, brainstem
and cerebral cortex, under ™normal∫ condi-


Figure 3. How key pro-inflammatory cytokines (IL-1, IL-2, IL-6 and TNF�) interact with and
stimulate elements of the LHPA axis. Both positive (red arrow) and negative (blue arrow) feedback
control loops are shown.
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tions.[143, 162±164, 168, 169] This basal level of cytokine expression is
dramatically increased in the CNS as a result of conditions such
as brain trauma, infection, inflammation, cerebral ishaemia and
Alzheimer's disease.[11, 143, 159, 161, 167]


Stress stimuli are also major inducers of cytokine production,
especially in CNS regions closely associated with the LHPA axis.
For instance, hypothalamic expression of IL-1 has been found to
increase after rats have been exposed to immobilisation and
restraint stress, whilst IL-6 expression is increased in the
midbrain.[170, 171] Furthermore, receptors for a variety of cytokines,
which include IL-1, IL-2, IL-6 and TNF�, have been found in the
brain, with the highest levels in the hippocampus and hypo-
thalamus.[161, 172] Given this fact, stress stimuli appear to be more
than capable of inducing effective, local proinflammatory
cytokine production in the CNS that could cooperate with and
enhance the capacity of cytokines produced in the periphery to
stimulate the LHPA axis.


Mechanism of interactions with the LHPA axis


Proinflammatory cytokines activate the LHPA axis during the
acute-phase response to infection, injury and stress conditions,
which determines the pattern of hormone secretion (Figure 3). In
addition to the effects of IL-1 and IL-6 on glucocorticoid negative
feedback in the hippocampus (described above), other studies
demonstrate that cytokines, especially IL-1 and IL-6 but also IL-2,
IL-8, TNF� and IFN�, potently stimulate the secretion of CRH
from the hypothalamus.[141, 149, 150, 173±180] The mechanism(s) by
which these cytokine effects are mediated probably involve a
number of different pathways both local and long range.
Cytokine-mediated excitation of the LHPA axis may be driven


in part by selected central-neuronal, stress-activated afferent
inputs terminating in the hypothalamus (see Figure 1). These
afferent inputs appear to involve neuronal input from catecho-
laminergic/noradrenalinergic cell groups, located in the nucleus
trachtus spinalis (NTS) in particular, and possibly from serotoni-
nergic cell groups located in the dorsal raphe nucleus (these
include the B7, B8 and B9 groups). Disruption of the catecho-
laminergic/noradrenalinergic projection into the PVN of the
hypothalamus has been found to inhibit production of both
ACTH and corticosterone (4) in response to central or peripheral
administration of IL-1�.[181, 182] Furthermore, there is evidence to
show that catecholamines, serotonin[183, 184] and even hista-
mine[185, 186] may all have roles in LHPA-axis activation in the
hypothalamus. In contrast, there is some suggestion that
catecholaminergic/noradrenalinergic projections may not nec-
essarily be important to mediate cytokine effects.[187] Therefore,
the picture is not completely clear.
Cytokine activation of the LHPA axis appears also to involve


eicosanoid-mediated pathways. Cytokines are known to induce
expression of prostaglandin endoperoxide synthase (PHS), which
is a key enzyme system that converts arachidonic acid into
eicosanoids such as the thromboxanes and prostaglandins and
which exhibits cyclooxygenase (COX) activity.[188] Crucially,
administration of the COX inhibitor indomethacin appears to
prevent CRH release induced either by IL-1�, IL-1� or IL-
6.[173, 179, 189, 190] Therefore, it appears likely that arachidonic acid


metabolism is an important mediator of LHPA-axis activation in
response to cytokine stimulation.[161] Prostaglandins are prob-
ably the most significant COX product in this regard. In the
hypothalamus, prostaglandins such as PGE2 stimulate LHPA
activity locally in response to IL-1�, IL-1�, IL-6 or TNF� receptor
stimulation of endothelial and perivascular microglial cells.
Prostaglandins may also exercise long-range effects given the
fact that peripheral administration of certain cytokines such as
IL-1� leads to an increase in PGE2 concentrations throughout the
brain in regions such as the PVN of the hypothalamus, hippo-
campus, OVLT and also the medial preoptic area (MPOA).[191, 192]


Intriguingly, there appears to be a link between prostaglandins
and catecholaminergic/noradrenalinergic projections to the
PVN. Recently it has been proposed that prostaglandins released
from perivascular cells in the medulla as a result of systemic IL-1
stimulation activate the catecholaminergic/noradrenalinergic
projection to the PVN through prostanoid receptors.[193] Such a
proposal neatly couples together the mediatory roles of
prostaglandins and catecholaminergic/noradrenalinergic projec-
tions to the PVN and suggests a mechanistic pathway from initial
long-range cytokine effects to LHPA-axis stimulation.
Nitric oxide (NO), another diffusible agent of the CNS, has


been suggested to act as an alternative mediator of cytokine
effects on the LHPA axis. Certainly, local nitric oxide synthase
(NOS) expression in the PVN of the hypothalamus is known to be
upregulated by either intracerebroventricular injection of IL-1�
or systemic administration of lipopolysaccharide (LPS) leading to
increases in CRH secretion.[194] Furthermore, CRH-releasing
neurons in the hypothalamus will express NOS and there is
evidence of local NO activity in the hypothalamus as well.[139]


However, in vitro studies using NO donors and inhibitors to
study effects on CRH secretion have given far more ambiguous
results. Both stimulatory and inhibitory effects of NOS inhibitors
have been demonstrated in hypothalamic explants.[139] There-
fore, the role of NO in mediating stimulatory cytokine effects
upon the LHPA axis remains essentially unproven, in contrast to
the roles of prostaglandins and catecholaminergic/noradrenali-
nergic projections to the PVN of the hypothalamus.


Alternative interactions with the LHPA axis


Lower down the LHPA axis, IL-1 appears to be able to alter the
release state of anterior pituitary hormones (Figure 3). At the
peripheral end of the LHPA axis, cytokines may also stimulate
intramedulary CRH secretion in the adrenal glands. Cytokines
such as IL-1 and IL-6 have been found in the adrenocortex and
adrenomedulla, whilst cells in the adrenal glands are equipped
with specific receptors for cytokines including IL-2 and IL-
6.[195±198] Furthermore, in vitro and in vivo studies with adrenal
cell and slice preparations or with isolated adrenal glands have
clearly demonstrated that IL-1, IL-2 and IL-6 can directly cause an
increase in GC secretion mediated by prostaglandin and/or
catecholamine/noradrenalinergic-related pathways.[199±204] The
similarity between CNS and peripheral stimulation of stress
hormone secretion in response to cytokine production is
certainly striking and is a key hallmark of neuroimmunology.
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Model of LHPA-Axis-Mediated
Neurodegeneration


Thus far, we have established the connections between stress
stimuli and LHPA-axis dysfunction, as well as the capacity of
stress and other stimuli to induce cytokine production, which
leads to further stimulatory pressure upon the LHPA axis and
potentially contributes to further dysfunction. The initial result is
poorly controlled secretion of stress hormones, which leads to
hypersecretion. Previously, we noted that key stress hormones
such as CRH and GCs may have toxic effects when produced in
excess. Those toxic effects are discussed in detail in this section
of the review. Mechanistically, GCs could promote hippocampal
atrophy by enhancing the accumulation of excitatory amino
acids (EAAs) found in extracellular spaces.[10, 205±207] One of the
most devastating EAAs in this respect is glutamate. Two main
mechanisms have been proposed to account for GC-mediated
increases in extracellular glutamate. The first mechanism is
based upon direct GC-mediated anoxic depolarisation associ-
ated with excess Ca2� ion influx into cells.[208] The second process
revolves around GC-mediated inhibition of glutamate uptake
into glial cells.
Inhibition of glutamate uptake is well known as a major source


of glutamate accumulation in the hippocampus under stress
conditions,[209] and GCs have now been established to inhibit the
uptake of glutamate into hippocampal neurons and glial cells
such as astrocytes by inhibiting glucose uptake and utilisation by


these cells.[210±212] The implications of high extracellular gluta-
mate levels are serious (Figure 4). Recent experiments with the
hippocampal slice model have shown that increased glutamate
release conditions can lead to a dramatic increase in the N-
methyl-D-aspartate (NMDA)-receptor-mediated component of
glutaminergic exitatory synaptic transmission.[213±215] According
to the glutamate volume transmission hypothesis, there is a
large pool of extrasynaptic NMDA receptors, inactive under
normal conditions, but propelled into activity by excessive
glutamate release owing to the higher affinity that NMDA
receptors have for glutamate in comparison with less patho-
genic �-amino-3-hydroxy-5-methyl-4-isoxazole propanoic acid
(AMPA) receptors. Activation of such extrasynaptic NMDA
receptors leads to substantial increases in NMDA-receptor-
mediated Ca2� ion influx into hippocampal neurons culminating
in neuronal damage.
There is evidence that GCs may induce upregulation of the


NMDA receptor system as well as inhibit glutamate uptake. For
instance, administration of excess corticosterone to rats has
been found to cause an increase in the levels of mRNA from
several NMDA receptor subunit subtypes, namely NR2A and
NR2B but not NR1 subtypes, in all regions of the hippo-
campus.[216] Furthermore, there is evidence that GC-induced
changes in �-aminobutyric acid (GABA) receptor subunit com-
position may also impair the regulatory GABAergic system that
might otherwise modulate glutamate excitation and minimise
the possibilities for neuronal damage.[217] Once neuronal damage


exists, this damage may further induce cytokine-medi-
ated inflammatory effects causing even more substan-
tial neurodegenerative problems.[218] This possibility that
GC-mediated neuronal damage could provoke subse-
quent cytokine activity establishes a key catastrophe
scenario. If GC secretion induces neuronal damage that
stimulates cytokine production, then further cytokine-
mediated stimulation of the LHPA axis (as described
above) could establish a positive feedback loop in which
further GC secretion is induced, which leads to yet more
neuronal damage and increased cytokine production.
Such interplay between the effects of stress stimuli and
immune/inflammatory system responses could be crit-
ical in establishing an environment in the CNS appro-
priate for sustained neurological damage with severe
pathological consequences, as is discussed below.
This very catastrophe scenario could be stoked by


alternative mechanisms of GC-mediated toxicity. For
instance, the basal levels of antioxidant enzymes such as
Cu�/Zn2� superoxide dismutase (Cu/Zn SOD) and gluta-
thione peroxidase (GSPx) have been found to be
significantly lower in all brain regions of GC-treated
rats, which leads to an increase in peroxide levels and
increased possibilities for oxidative damage.[219] GCs also
prevent catalase induction and suppress GSPx in the
presence of excitotoxins such as EAAs in the hippo-
campus. Therefore, GCs appear to actively increase the
vulnerability of neurons to insult from trauma, metab-
olism and other stressors. Such a situation must surely
enhance the opportunities for GC-mediated neuronal


Figure 4. The process of glutamate toxicity. Hyperactivation of high-affinity NMDA
glutamate receptors, as opposed to lower affinity AMPA glutamate receptors, is perceived
to be the primary consequence of GC inhibition of glutamate uptake by glial cells.
Hyperactivation leads to substantial increases in NMDA-receptor-mediated Ca2� ion influx
into hippocampal neurons, culminating in neuronal damage. Abbreviations used are
as follows: AMPA, �-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid; NMDA, N-
methyl-D-aspartate.
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damage and hence the key catastrophe scenario described
above.
In a similar vein to that described for GCs, CRH is also


associated with neurotoxicity when in excess although the
reverse appears to be true when levels are more modest. CRH
has been demonstrated to have neuroprotective effects under
some circumstances. For instance, primary neuronal cultures
expressing CRHR1 were apparently protected from oxidative cell
death by administration of CRH.[220] This protective effect of CRH
was apparently blocked by selective and nonselective CRHR1
antagonists and by AMP-dependent protein kinase inhibitors.
Other in vitro studies have demonstrated that CRH modulates
glutamatergic synaptic transmission in hippocampal circuits.
Accordingly, CRH may influence normal neuronal functions
(memory and learning) by this mechanism, but should CRH
levels become significantly elevated because of LHPA-axis
activation, then CRH may instead promote abnormal EAA
excitation and neurotoxicity,[221] effects comparable with the
GC-mediated effects described above (Figure 4).
CRH may also have properties comparable with EAAs as


excitatory neurotransmitters with potentially toxic character-
istics when released in excess.[222] CRH-like immunoreactivities
and high-affinity CRHRs are widely distributed within the CNS in
extrahypothalamic locations (Figure 5).[223±227] Therefore, stress-
related responses may be mediated by CRH at extrahypothala-
mic sites significantly beyond the boundaries of the classical


Figure 5. Distribution of CRH receptors in various brain regions. CRHR1 are
represented by red dots, CRHR2 by blue dots.


LHPA axis.[228±230] Excess CRH has been shown to induce neuronal
loss in several limbic structures, including the CA3 region of the
hippocampus. After CRH-induced epilepticus in infant rats,
electron microscopic analysis revealed the presence of CA3
pyramidal cells in various states of degeneration with intact cell
membranes but dense nuclei and cytoplasm. The shrunken
dendrites of these cells had spines and these were found to be
associated with large mossy fibre afferents of an immature
appearance.[231] Dense CRH-immunoreactive fibres have also
been seen in close proximity to degenerating neurons. Fre-
quently, areas undergoing neurodegeneration have been shown
to exhibit substantial amounts of CRH that is not present under
normal conditions.[222] In addition to all these observations,
induction of CRH mRNA in endangered brain regions following


necrotic insults has also been observed and this process appears
to have toxic consequences. Accordingly, CRH antagonists have
been found to have considerable neuroprotective effects against
ischaemic or excitotoxic damage to neurons. For instance,
antagonist astressin (5) has been shown to have considerable
neuroprotective potential against kainic-acid-induced excitotox-
ic seizures. Intracerebroventricular infusion of 5 before and after
seizures decreased damage in some hippocampal cell fields by
as much as 84% and was effective even if administered only
10 minutes after excitotoxin exposure.[232]


LHPA-Axis Dysfunction and Disease


The toxic properties of stress hormones exacerbated by
responses of the immune/inflammatory system are now becom-
ing clear. Therefore, we should be in a position to begin to
consider the impact of stress hormone hypersecretion, when
operating in concert with the immune/inflammatory system, on
major disease states and their pathologies. The previous section
suggests a key hypothetical principle, namely that LHPA-axis
dysfunction created by the combined effects of excessive stress
stimuli with concurrent and subsequent immune/inflammatory
system responses to these and other stimuli, creates an environ-
ment suitable for the initiation and propagation of disease states
and their pathologies. This principle is explored in this final
section.
Mild but persistent LHPA-axis hyperactivity exhibited in rats


with hypothalamic lesions has been shown to have a number of
clear pathological and disease traits, which include obesity,
hyperinsulinemia, hyperglycemia, hypertension and tachycar-
dia.[233] More pronounced LHPA dysfunction associated with
persistently high levels of cortisol in humans (a condition
known as Cushing's Syndrome) is now known to diminish the
size of the hippocampus, a brain region essential to memory
function, which leads to disruption of memory and verbal recall
as well as having other affects on mood and behaviour.[234, 235]


In animals, pronounced LHPA-axis dysfunction is known to
produce chronic hippocampal inflammation (astroglial) and
result in cell death, thereby reducing brain volume.[234] Evidence
such as this points firmly to LHPA-axis dysfunction aligned with
immune/inflammatory system responses as a major risk factor
if not the trigger for an impressive variety of disease and
dependency states as diverse as, say, arthritis,[236] bulimia,[237]


bipolar affective disorder,[238] post traumatic stress disorder
(PTSD) [239] and drug abuse.[240]


Depression and anxiety


A link from excessive stress stimuli through to LHPA-axis
dysfunction, immune/inflammatory system responses and de-
pression is yet to be properly established. Nevertheless, there is
little doubt that LHPA-axis dysfunction is closely associated with
depression. Abnormalities in the LHPA axis are the most
consistently demonstrated biological markers of depressive
illness, which suggests that LHPA-axis overdrive is a key
aetiological feature of depression.[241] The classic test for
depression is the DST (see above). A decreased responsiveness
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to dexamethasone (12) within the context of the DSTowing to a
weakening of the negative feedback loop has been repeatedly
found in nearly 50% of individuals with depression.[125, 242]


Furthermore, atrophies of the hippocampus, frontal cortex,
cerebellum and striatum are commonly found in major depres-
sion, findings that closely parallel the pathophysiological effects
of Cushing's Syndrome, which typifies the consequences of
LHPA-axis dysfunction and hypersecretion of cortisol (3). Anoth-
er characteristic of major depression is immunosuppression of
cellular immunity, in particular a blunting of natural killer (NK)
cell activities compared with those in healthy individuals.[243]


Such an effect is typical of cortisol (3) hypersecretion, as
described below in the section on immunity and infection, but
may be linked with CRH hypersecretion as well.[244]


Activation of the LHPA axis and the presence of brain
atrophies are also consistent with the results of studies
suggesting that both IL-1� and IL-6 levels are elevated in
depressed patients.[245, 246] We have previously described how
stress stimuli may induce cytokine production as well as the
capacity of such cytokines to contribute towards hyperactive
LHPA functioning of the type associated with depression.
Conceivably, increases in IL-1� and IL-6 levels in response to
stress stimuli could be a trigger for major depression; however,
increases in cytokine levels could equally well be the result of
inflammatory responses to neurological damage, as mentioned
previously.[247] Similarly elevated cytokine production has also
been observed in psychotic disorders, which include schizo-
phrenia and manic depression.[247±249] Once again, whilst in-
creases in cytokine production could be a trigger for psychotic
illness through LHPA-axis dysfunction, they could equally well be
the result of inflammatory responses to neurological damage. At
this stage, there is insufficient evidence to separate cause from
effect.
By contrast, stronger evidence is available to suggest that


LHPA-axis dysfunction may act as a direct trigger for major
depression.[250] For instance, direct administration of CRH to the
CNS has been found to produce a number of behavioral and
physiological effects reminiscent of both an organism's response
to stress and of the symptoms of patients with major depression.
These include diminished food consumption, decreased sexual
behavior, disturbed sleep, alterations in locomotor activity and
sympathetic nervous system activation.[251] Hypersecretion of
CRH also takes place from hypothalamic and extrahypothalamic
neurons in patients with major depression, such that the
concentration of CRH in the CSF is significantly elevated
compared with normal levels.[251±253] Furthermore, postmortem
brain tissue from depressed patients shows a marked increase in
the number of hypothalamic PVN neurons that express CRH.
Abnormalities in CRH-mediated limbic neurotransmission may
also contribute towards depression.[254]


A number of depressive states appear to be associated with
LHPA-axis hypo- rather than hyperactivity. For instance, sufferers
of post traumatic stress disorder (PTSD) and childhood and/or
adolescent sexual abuse (CSA) are known to show an enhanced
response to the dexamethasone suppression test, consistent
with very low basal secretion of cortisol (3) and a hypersensitive
negative feedback loop, perhaps owing to increased GR


sensitivity.[255±259] Such a pattern of LHPA-axis dysfunction may
well be characteristic of psychiatric disorders that occur follow-
ing a range of sustained heavily traumatic experiences. Patients
are typically hyper-reactive and hyper-responsive probably as a
consequence of LHPA-axis hypersensitivity. Clearly, this is
completely different from the situations described above for
major depressive disorders.
Links from excessive stress stimuli to anxiety states through


LHPA-axis dysfunction appear to be more straightforward than
for depression. For instance LHPA-axis hypersecretion resulting
from prenatal stress has been found to cause attention deficits,
hyperanxiety and disturbed social behaviour in human infants
and experimental animals.[260] In addition, the development and
expression of anxiety now appears to be mediated by either
MRs[261] and/or GRs[262] in the hippocampus. Studies with the
nonpeptide CRH antagonist antalarmin (7; CP-154526) have also
suggested a role of the LHPA axis in the development of anxiety
states. In these studies, antalarmin (7) was found to cause a
significant reversal of escape deficit in the rat ™learned help-
lessness procedure∫, a result consistent with the role of CRH-
receptor events in mediating anxiety.[263] Other studies with
antalarmin have also revealed that CRH in addition mediates the
induction and expression of fear responses.[229]


Obesity, metabolic syndrome and growth


Abnormalities in the functioning of the LHPA axis are consis-
tently being demonstrated in obesity and growth problems.
Moreover, excessive stress stimuli leading to LHPA-axis dysfunc-
tion appear to be fundamental triggers for these conditions.
Dietary fat is now known to be a background form of chronic
stress that provokes LHPA-axis hyperactivity.[264] Once initiated,
LHPA-axis hyperactivity (maintained by a collapse in GC-
mediated negative regulation) appears to be intimately involved
in the development of abdominal obesity, and is accompanied
by diminished secretion of sex steroids and growth hormones
thereby affecting growth rates.[265±267] The appearance of hyper-
androgenicity in obese women is probably of adrenal origin and
another consequence of LHPA-axis hyperactivity. Elevated corti-
sol, and low sex steroid and growth hormone secretions are
likely to be jointly responsible for the direction of fat storage to
visceral depots and contribute towards the high circulating
levels of free fatty acids linked to insulin resistance (Type I
diabetes), non-insulin-dependent diabetes (Type II diabetes) and
cardiovascular problems.[266, 267] Normalisation of the LHPA axis
appears to lead to clear improvements in the condition of
obesity,[266] which underlines the causal link from stress stimuli to
obesity through LHPA-axis dysfunction.
Particularly intriguing risk factors for abdominal obesity and


metabolic syndrome are stressors such as self-induced traumas
created by socioeconomic, psychosocial handicaps or anxious/
defeatist personality conditions.[265, 267, 268] The importance of
these stressors has been shown by studies with monkeys
subjected to mild psychosocial stress. These monkeys appeared
to show psychological, anthropometric, endocrine and meta-
bolic abnormalities similar to those found in humans with
abdominal obesity, which includes signs of diabetes and
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cardiovascular disease.[265] The link from stress stimuli to
cardiovascular disease has also been established in studies with
the spontaneously hypertensive rat.[269] Prenatal treatment of
rats with dexamethasone (12) has been found to generate
hypertensive offspring with low birth weights, further charac-
terised by elevated basal levels of corticosterone and a disrupted
negative feedback loop, associated with permanently attenu-
ated MR and GR mRNA levels in the hippocampus.[128] Such
experiments suggest that excessive GC secretion generated by
intensive, acute bouts of stress stimulation can be sufficient to
permanently effect the long-term cardiovascular condition of
offspring as well as adults.


Immunity and infection


Excessive stress stimulation is well known to bring about GC-
mediated immunosuppression.[270] However, these immunosup-
pressive effects are complex. Recent data indicates that GCs
secreted in response to acute, sub-acute and chronic stress
might actually suppress CD8� cellular immunological responses
but boost CD4� humoral-antibody immune responses.[271, 272]


Furthermore, GCs appear to affect the balance of the CD4�


T-cell subsets Th1/Th2 in favour of Th2 cells.[273] Th1 cells produce
cytokines associated with cell-mediated immune responses
against intracellular pathogens and induce organ-specific auto-
immune diseases. Th2 cells produce cytokines that are associ-
ated with atopic and allergic conditions.[274] Such selective
inhibitions may account for the way in which LHPA hyper-
secretion induced by stress stimuli can decrease resistance to
viral and bacterial infections,[275, 276] whilst increasing certain
allergic or autoimmune/inflammatory responses (see below).[273]


Although GCs are the dominant agents of long-term immu-
nomodulation, they are not the only agents. Links are now
emerging between the peptide messengers of the LHPA axis,
some neurotransmitters and immune cells.[271, 272] Such neuro-
endocrine modulators are now understood to be able to attain
access to cells of the immune system either through the
peripheral circulation or through direct innervation of lymphoid
organs. Indeed, postganglionic sympathetic as well as peripheral
sensory afferent nerve fibres innervate primary and secondary
lymphoid organs. Once in the periphery, a wide range of
interactions is possible, with consequences yet to be fully
characterised. Both lymphocytes and monocytes express recep-
tors for CRH, ACTH, cortisol (3), noradrenaline and adrena-
line.[141, 273] CRH has been found to inhibit IFN� release from Th1
cells and INF� from monocytes, which is consistent with
suppression of Th1 responses[271, 277] and similarly consistent
with the immunosuppressive effect of GCs that shift the CD4�


Th1/Th2 response balance in favour of Th2 cell responses, as
described above. In addition, CRH has been found to stimulate
the activation and degranulation of mast cells by CRHR1, which
leads to the release of histamine followed by a marked increase
in vasodilatation and vascular permeability. Accordingly, exces-
sive stress, including psychological stress that leads to LHPA-axis
dysfunction, could have the potential to exacerbate or even
trigger allergic or autoimmune phenomena such as eczema,
uticaria, atopic dermatitis, psoriasis, and asthma.[141, 271, 272, 278]


There remains the question of the reverse impact of infection
and immune reactions upon the LHPA axis. Ever since the
discovery that gastric ulcers can be caused by Helicobacter pylori
infection of the gut, evidence has been accumulating to suggest
that other pathogens may play a role, even a causal one, in
chronic diseases like Alzheimer's disease (AD). The particulars of
AD are addressed in the next section, however evidence has
been advanced to suggest that Chlamydia pneumoniae infection
of brain tissue may be associated with AD; another infectious
agent implicated is human herpes virus 6 (HHV-6).[279] Such
infections would naturally result in CNS production of cytokines
that could also contribute to LHPA-axis stimulation alongside
stressor-induced LHPA-axis stimulation. In the light of much of
the foregoing discussion, the combined effect of CNS infection-
induced cytokine production and concurrent stress stimuli could
be yet another means to promote LHPA-axis overdrive sufficient
to establish an environment in the CNS appropriate for the
creation of sustained neurological damage of the type seen in
AD. This theme is taken up further below.


Inflammation


GCs act as potent inhibitors of inflammatory responses by acting
in part to suppress the activity of activator protein 1 (AP-1) and
the transcription factor NF-�B.[280] Therefore, GCs can be
described as antiinflammatory as well as immunosuppressive.
GC-mediated antiinflammatory effects are an important part of
complex, regulatory negative feedback loops that regulate
cytokine production and place a natural brake on inflammatory
processes.[139, 281, 282] In the process, GCs suppress levels of pro-
inflammatory cytokines (such as IL-1, IL-6 and TNF�), whilst levels
of antiinflammatory cytokines (such as IL-4 and IL-10) are
upregulated along with their cognate receptors.[270, 283, 284] How-
ever, as described previously, overproduction of GCs in response
to excessive stress stimuli has the capacity to cause excitotoxic
neurodegeneration that in turn may provoke cytokine release
and further LHPA-axis stimulation in response. A positive
feedback loop would then be established that would create a
sustained inflammatory environment in the CNS that could
contribute towards the pathogenesis of a number of well-known
neurological conditions such as AD (see below), Parkinson
disease, ischaemia and psychiatric disorders such as depression
and schizophrenia.[172, 247±249, 285±288] Cognitive, mood and memory
dysfunction have been clearly shown to result from pro-
inflammatory cytokine overproduction in the brain as
well.[249, 289, 290] The situation with GCs could easily be com-
pounded by CRH, since CRH induces the production of pro-
inflammatory cytokines such as IL-1 in the CNS as well.[166]


Furthermore, CRH can stimulate the proliferation of peripheral
B- and T-lymphocytes as well as IL-2 receptor expression,[291, 292]


not to mention the release of IL-1 and IL-2 from mononuclear
cells,[293] leading to a variety of additional pro-inflammatory
responses in the periphery. Strikingly, rheumatoid arthritis,
osteoarthritis, thyroiditis and ulcerative colitis patients have
CRH present in their inflamed tissues, which is consistent with a
role for stress stimuli and stress hormone activities in the
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development of these autoimmune/inflammatory conditions as
well.[141, 294, 295]


Cytokine stimulation is well known to lead to overproduction
of amyloid (A�), a direct mediator of neurodegeneration and
pathogenesis in AD.[59±61, 296±303] In addition, abnormalities of CRH-
mediated limbic neurotransmission may contribute to AD
pathology.[15, 304] Therefore, we might easily envisage a scenario
in which LHPA-axis dysfunction could ™light the blue touch
paper∫ of AD pathophysiology. Once overproduction of GCs and
CRH is established as a result of the combined effects of
excessive stress stimuli and concurrent cytokine stimulation
acting on the LHPA axis, substantial GC/CRH-induced neuro-
logical damage and further CRH-mediated pro-inflammatory
effects would be possible culminating in a sustained state of
cytokine release in the CNS sufficient to provoke A� over-
production and further LHPA-axis overdrive. Consistent with this
scenario, at least 50% of AD patients show decreased respon-
siveness to dexamethasone (12) within the context of the DST,
which suggests a weakening of the negative feedback loop and
LHPA-axis dysfunction.[242, 305] Furthermore, mice overexpressing
a mutant protein precursor of A� exhibit classic AD symptoms in
hippocampal and cortical brain regions and are reported to have
a dysfunctional LHPA axis with high levels of CRH in brain regions
prone to degeneration in AD.[220] Given this observation, might
not the most appropriate way to combat AD be a duel approach
combining an antiinflammatory strategy with efforts to modu-
late LHPA-axis dysfunction?


Conclusion


There should now be no doubt that stress acting through the
LHPA axis and its bidirectional communication pathways with
the immune/inflammatory system can be pathogenic. Feedback
mechanisms usually ensure that the LHPA axis and immune/
inflammatory system are carefully regulated to avoid catastro-
phe, but all too often these defences appear to be breached,
which leads to LHPA-axis dysfunction and toxic side effects
resulting from the synergism of stress hormone and cytokine
actions. Given the weight of evidence in favour of a central role
for stress in degeneration and disease, it is likely that an ever
more detailed appreciation of the mechanisms involved could
lead to a more holistic appreciation of the origins of disease.
Naturally, this understanding could also lead to the development
of strategic therapeutic treatments with applicability to a wide
range of chronic and degenerative diseases. In the meantime,
such diseases will continue to blight ever more lives as global
populations become ever more aged, but perhaps we should all
appreciate that prevention may be better than cure; a reduction
of stress in the world would surely be the best treatment of all
and certainly the most cost effective!
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A Molecular Mechanism of Enantiorecognition of
Tertiary Alcohols by Carboxylesterases
Erik Henke,[a] Uwe T. Bornscheuer,[b] Rolf D. Schmid,[a] and J¸rgen Pleiss*[a]


Carboxylesterases containing the sequence motif GGGX catalyze
the hydrolysis of esters of chiral tertiary alcohols, albeit with only
low to moderate enantioselectivity, for three model substrates
(linalyl acetate, methyl-1-pentin-1-yl acetate, 2-phenyl-3-butin-2-yl
acetate). In order to understand the molecular mechanism of
enantiorecognition and to improve enantioselectivity for this
interesting substrate class, the interaction of both enantiomers
with the substrate binding sites of acetylcholinesterases and p-
nitrobenzyl esterase from Bacillus subtilis was modeled and
correlated to experimental enantioselectivity. For all substrate ±
enzyme pairs, enantiopreference and ranking by enantioselectivity
could be predicted by the model. In p-nitrobenzyl esterase, one of


the key residues in determining enantioselectivity was G105:
exchange of this amino acid for an alanine residue led to a sixfold
increase of enantioselectivity (E� 19) towards 2-phenyl-3-butin-2-
yl acetate. However, the effect of this mutation is specific: the same
mutant had the opposite enantiopreference towards the substrate
linalyl acetate. Thus, depending on the substrate structure, the
same mutant has either increased enantioselectivity or opposite
enantiopreference compared to the wild-type enzyme.


KEYWORDS:


enantioselectivity ¥ enzyme catalysis ¥ molecular modeling ¥
protein design ¥ tertiary alcohols


Introduction


One of the key questions in understanding structure ± function
relationships of enzymes is how these molecules distinguish
between the two enantiomers of a chiral substrate. Lipases (E.C.
3.1.1.3) and esterases (E.C. 3.1.1.1) are widely used as enantio-
selective catalysts by organic chemists.[1, 2] Although lipases and
esterases show no general sequence similarity, they share a
common architecture, the �/� hydrolase fold,[3] which consists of
eight central � strands surrounded by � helices. Their catalytic
mechanism is also identical : the catalytic machinery consists of
an amino acid triad (serine, histidine, and aspartate or gluta-
mate), with a serine residue acting as a nucleophile and
attacking the carbonyl carbon atom of the substrate ester, while
a histidine residue acts as an amphiphile and catalyzes the
withdrawal of the alcohol moiety by transferring a proton onto
the ester oxygen atom.[4]


Most lipases and esterases show enantiorecognition of chiral
alcohols or carboxylic acids, but enantioselectivity is often not
high enough for industrial applications. In order to use these
enzymes in chiral synthesis, their enantioselectivity can be
further increased by substrate engineering,[5] solvent variation,[6]


immobilization,[7] modification of parameters like temperature,[8]


pH value,[9] and pressure,[10] or by modification of the enzyme's
structure. Several attempts to vary enantioselectivity of esterases
and lipases by directed evolution[11±13] and by rational protein
engineering have been successful.[14, 15] The latter method also
yields insight into the molecular mechanism of enantiorecogni-
tion. X-ray structures of several lipases and esterases complexed
with chiral substrate-analogous inhibitors are available. This
information has made it possible to understand the structural


basis of an empirical rule for predicting the enantiopreference of
an enzyme towards esters of secondary alcohols from the
structure of the substrate alone.[16, 17] However, for other
substrates like small primary alcohols and triacylglycerols such
a universal rule for all lipases is not applicable.[18] In general,
enantiopreference depends on the details of the structure of
both the substrate and the enzyme. Methods involving com-
puter-aided molecular modeling have been successfully used to
study these interactions and identify determinants of enantio-
selectivity.[19±21]


The synthesis of optically pure substances with a quaternary
stereogenic center is still a challenge, not only in biocatalysis but
also in classical stereoselective synthesis.[22] A promising route to
an optically pure compound with a quaternary stereogenic
center is through esterase-catalyzed kinetic resolution of chiral
tertiary alcohols. While carboxylester hydrolases are widely used
for the synthesis of optically pure secondary alcohols and to a
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smaller extent also for the resolution of primary alcohols and
carboxylic acids,[1, 23] there are only a few examples of utilization
of these enzymes for the hydrolysis of esters of tertiary alcohols
(TAEs). Tertiary alcohols (TAs) are generally not accepted as
substrates by carboxylester hydrolases of commercial interest,
probably as a result of the sterically demanding structure of
these compounds.[24, 25] The only hydrolases that are active
towards this class of substrates are characterized by a highly
conserved GGG(A)X motif,[26] which is located in the active site
and contributes to the formation of the so-called oxyanion
hole.[27] This binding pocket stabilizes the oxyanion in the
tetrahedral intermediate formed during the catalytic cycle of
ester hydrolysis.[28] GGG(A)X-type hydrolases are mostly carbox-
ylesterases and often have eukaryotic origin. In contrast, most
bacterial lipases and esterases, which are preferentially used in
biotransformation, do not have this GGG(A)X motif but instead
have a GX pattern. The two groups, GGG(A)X and GX hydrolases,
differ significantly in the structure of the catalytic site.[27]


Recently, our finding that GGG(A)X-type hydrolases are able to
hydrolyze esters of tertiary alcohols was confirmed by the
discovery of a GGG(A)X-type esterase from the hyperthermo-
philic archaeon Pyrobaculum calidifontis that hydrolyzes tert-
butyl acetate.[29]


To understand the molecular mechanism of enantiorecogni-
tion of tertiary alcohols by carboxylesterases, the enantioselec-
tivity of several enzymes towards esters of chiral tertiary alcohols
were investigated in vitro and in silico. A refined computer-
based model made it possible to explain the experimentally
observed enantioselectivity and to predict the effect of muta-
tions.


Results


Enantioselectivity


Seven GGG(A)X-type carboxylesterases were tested for their
enantioselectivity towards chiral TAEs: two preparations of pig
liver esterase (PLE), acetylcholine esterases from the banded krait
(Bungarus fasciatus, bAChE), electric eel (Electrophorus electricus,
eeAChE), and human (hAChE), lipase from Candida rugosa (CRL)
and a recombinant p-nitrobenzyl esterase from Bacillus subtilis
(BsubpNBE). Hydrolytic reactions were performed with a pH stat.
Enzyme-catalyzed hydrolysis of three model substrates
(Scheme 1) occurred with only low to moderate enantioselec-
tivity (Table 1). Linalyl acetate 1 was converted by all hydrolases


uniformly with enantioselectivities E of less than 2 (E� ratio of
R/S), CRL did not show any enantiorecognition at all. Interest-
ingly, the two commercial PLE preparations (Chirazyme E1 and
E2, Roche, Mannheim) displayed opposite enantiopreference,
albeit at a very low level of enantioselectivity. For 3-methyl-1-
pentin-3-yl acetate 2, the hydrolases differed in the degree of
enantiorecognition: enantioselectivities between E�3 and E�7
were obtained with PLE and the AChEs. Towards this substrate,
CRL showed lower enantioselectivity (E�2) than PLE or the
AChEs, while BsubpNBE was nonselective (E� 1). Considerable
differences in enantioselectivity were obtained by using 2-phe-
nyl-3-butin-2-yl acetate 3 as substrate: the AChEs converted 3
with the highest enantioselectivity (E�3 ±10), while PLE E1 (E�
1.3) had very low and CRL (E�1) no enantioselectivity. PLE E2
was significantly more selective (E�5) than the E1 preparation.
BsubpNBE (E� 3) accepted 3 with higher enantioselectivity than
substrates 1 and 2.
The various AChEs showed considerably different enantiose-


lectivity towards substrates 2 and 3, particularly substrate 3.
While eeAChE and hAChE converted both substrates with
enantioselectivities of E� 4 and E�3, respectively, bAChE was
more selective (E� 7 and E�10 towards 2 and 3, respectively).


Modeling of AChEs


The difference between the enantioselectivity of eeAChE and
that of bAChE was modeled by comparing the interactions
between the two substrate enantiomers and the binding site of
the esterases. While the structures of eeAChE (Protein Data Base
(PDB) entry 1C2B)[30] and hAChE (PDB entry 2CLJ, homology
model)[31] are available, the structure of bAChE has not yet been
determined. bAChE has sequence identities of 55%, 57%, and
65% to eeAChE, hAChE, and to AChE from Torpedo californica
(tcAChE), respectively. Consequently, the structure of bAChE was
modeled based on the tcAChE structure (PDB entries 1QIK and
1CFJ).[32] While the overall sequence similarity of eeAChE and
bAChE is moderate, the binding pocket itself is highly conserved.
The sequence in this region is 95% identical within a sphere of
10 ä around the catalytic histidine residue (Hisact) and the
structures differ only slightly. This high conservation explains the
similar catalytic activities and identical enantiopreference of
these enzymes. The major difference between the two AChE
structures is the orientation of the side chain of W86, which in
the bAChE binding pocket is shifted by 1.5 ä towards the
catalytic center compared to its position in eeAChE.


Models of the complexes of both enantiomers of 3
with eeAChE and bAChE showed significant differ-
ences in the stability of the complexes under
simulation conditions. While the preferred (R)-3
enantiomer fitted well into the binding pocket of
both enzymes, the (S)-3 enantiomer faced strong
repulsive forces in bAChE as a result of an interaction
of the phenyl substituent of the substrate with
residue W86 (Figure 1). This repulsive interaction
was not observed in the eeAChE-(S)-3 complex, which
explains the experimentally observed higher enantio-
selectivity of bAChE.Scheme 1. Model substrates used in the experiments and molecular modeling described herein.
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Figure 1. Orientation of W86 in the binding pockets of eeAChE (gray) and bAChE
(black). The active S203 (gray) of eeAChE and the covalently bound disfavored
enantiomer (S)-3 (light gray) are shown. The W86 side chain of bAChE is 1.5 ä
closer to the substrate than that of eeAChE as a result of interactions with its
neighbor, M85 (not shown).


Protein engineering of BsubpNBE


A similar modeling strategy was applied to BsubpNBE to explain
enantiopreference and enantioselectivity, and to design mutants
with improved enantioselectivity. The alcohol binding site of
BsubpNBE is hydrophobic and nearly spherical at the bottom
(Figure 2). Two opposite walls consisting of the GGAX loop and
A400 limit this sphere. This is a feature that distinguishes the
GGG(A)X-type hydrolases from the GX-type hydrolases, in which


Figure 2. Binding of (S)-3 to BsubpNBE; the distinct binding pockets are
indicated.


the corresponding residues form a steep wall that prevents the
access of tertiary alcohols by blocking the binding of a third
substituent in this direction. This sphere in BsubpNBE opens
towards a large, hydrophobic gorge (Figure 3). A 4-ä pocket, the
hydrophobic dent, composed of F313, L314, and A400 is also
present. Towards the acyl binding tunnel this dent is terminated
by Hisact (H399). The active site is almost open to solvent, except


Table 1. Enantioselectivity of GGG(A)X-type hydrolases towards TAEs.[a]


Enzyme Substrate (Amount [�mol]) Time Conversion [%] E[e]


PLE E1, 10 mg, 390 U[b] 1 (50) 8 h 48 1.5 (R)
2 (50) 2 h 53 4 (S)
3 (200), 440 U 32 min 50 1.3 (R)


PLE E2, 10 mg, 270 U[b] 1 (50) 4 h 42 1.7 (S)
2 (50) 2 h 69 4 (S)
3 (200) 21 min 50 5 (R)


bAChE, 100 U[c] 1 (50) 48 h 6 1.1 (S)
2 (50) 4 h 25 7 (S)
3 (50) 1 h 48 10 (R)


eeAChE, 100 U[b] 1 (50) 48 h 10 1.5 (S)
2 (50) 24 h 26 4 (S)
3 (50) 4 h 50 4 (R)


hAChE, 37.5 U[c] 1 (50) 48 h 5 1.1 (S)
2 (50) 24 h 17 3 (S)
3 (50) 4 h 39 3 (R)


CLEC-CRL, 10 mg 1 (50) 8 h 23 1.0
2 (50) 2 h 56 2 (S)
3 (50) 30 min 77 1.0


BsubpNBE WT, 10 mg, 350 U[d] 1 (200) 38 min 50 1.7 (R)
2 (200) 49 min 50 1.0
3 (200) 20 min 50 3 (R)


BsubpNBE A400I, 10 mg, 230 U[d] 1 (200) 27 min 50 2 (R)
2 (200) 70 min 50 1.0
3 (200) 22 min 50 2 (R)


BsubpNBE G105A, 80 mg, 350 U[d] 1 (200) 60 min 54 4 (S)
2 (200) 150 min 50 1.3 (S)
3 (200) 22 min 50 19 (R)


[a] Reactions were carried out at pH 7.5 and 40 �C (AChEs: 25 �C). Enantiomeric excesses and conversions were determined by GC on a chiral column.
Enantioselectivity was calculated according to the procedure described by Chen et al.[33] The enantioselectivities shown are averages of values calculated at
different time points in at least two individual experiments. Conversions are examples from one single experiment. The error margin of the determined
enantioselectivities is within �10%. [b] According to the manufacturer. [c] Ellman assay for acetylthiocholine. [d] Towards p-NPA. [e] Configuration of the
preferred enantiomer is indicated in parentheses.
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Figure 3. Binding pocket of wild-type BsubpNBE (a, b) and mutant G105A (c, d)
complexed with (R)-3 (a, c) and (S)-3 (b, d). Hisact (H399) and the hydrophobic
ridge (L67 and L68) are shown in (a).


for a hydrophobic ridge-shaped loop (L67, L68) blocking the
entrance in front of the GGAX loop (Figure 2).
For both enantiomers of 3, the medium-sized ethinyl sub-


stituent is located in the hydrophobic dent. The bulky phenyl
substituent is bound differently: for the preferred (R)-3 enan-
tiomer, the phenyl ring points into the hydrophobic gorge
(Figure 3A) and for the (S)-3 into the spherical hydrophobic
pocket near the hydrophobic ridge (Figure 3B). Both complexes
were stable and they have a similar conformation, which
explains the low enantioselectivity of BsubpNBE towards this
substrate.
To validate this model, mutants with improved enantioselec-


tivity towards 3 were predicted. To increase enantioselectivity, a
potential mutation should prevent binding of the enantiomer
not preferred by the enzyme or improve binding of the preferred
enantiomer. Two promising residues for mutagenesis, A400 and
G105, were identified. Replacing one of these amino acids by
residues with a more space-demanding side chain was expected
to complicate binding of (S)-3 by interaction of the residue side
chain with the phenyl substituent of the substrate. Molecular
dynamics (MD) simulations of BsubpNBE G105A indeed showed
a rejection of the (S)-3 phenyl substituent and consequently less
favorable binding of the (S)-enantiomer (Figure 4, B1 and C1).


The proximity of G105 to the active S189 meant that an
exchange of G105 with a residue even more bulky than alanine
was not possible without reducing the catalytic activity. In
contrast, substitution of A400 by isoleucine, leucine, valine, or
phenylalanine had no effect on the (S)-enantiomer. The sizes of
the isoleucine, leucine, and valine side chains were not sufficient
to interfere with the phenyl substituent of the substrate. The
phenylalanine side chain, however, did not orient towards the
binding pocket but pointed towards other aromatic residues
nearby.
When the two enantiomers of 1 were docked to mutant


G105A, modeling studies predicted a switch from R to S
preference. The computer model showed an increased interfer-
ence of the small methyl substituent of the (R)-enantiomer with
the enlarged A105 residue, but no change in interaction with the
(S)-enantiomer. This outcome is in contrast to the results of
experiments with 3, where the less-preferable (S)-enantiomer
interacts with A105. The (R)-enantiomers of the two substrates
interact with the enzyme differently: for (R)-1, the largest alkyl
substituent is oriented into the hydrophobic dent; as a result of
binding of this substituent to the wall of the hydrophobic dent,
the methyl substituent comes closer to the A105 residue than
observed with (R)-3 (Figure 4).
To validate simulation results, mutants BsubpNBE A400I,


G105A, and double mutant A400I/G105A were generated and
expressed in Escherichia coli. Activity and enantioselectivity
were determined and compared to those of the wild-type
enzyme. While mutation A400I barely changed expression and
activity, G105A reduced activity of BsubpNBE towards p-nitro-
phenyl acetate (pNPA) to 10% of the wild-type activity. The
double mutant showed no observable activity. As predicted by
molecular modeling, enantioselectivity towards 3 was not
changed by A400I, while mutation G105A led to a sixfold
increase of enantioselectivity from E� 3 (BsubpNBE WT; WT�
wild type) to E�19 (BsubpNBE G105A; Table 1). Mutant G105A
also showed the predicted inversion of enantiopreference
towards 1: BsubpNBE WT preferred hydrolysis of the (R)-
enantiomer with low enantioselectivity (E� 1.7), while the
mutant BsubpNBE G105A favored the (S)-enantiomer (E� 4).
Towards substrate 2, for which BsubpNBE WT has been shown to
be completely unselective, mutant G105A shows very low but
significant enantioselectivity (E� 1.3) and prefers the (S)-enan-
tiomer.
Determination of enantioselectivity comprises two sources of


error. The enantiomeric excess (ee) can be experimentally
determined with high precision (�2%) by gas chromatographic
analysis. However, because of the approximations in the formula
used to calculate enantioselectivity from ee values,[33] the error
margin for E values is about 10%. Although the value of E is
given with a 10% accuracy, the change from nonselective to low
enantioselectivity can be identified with a much higher degree
of reliability.
In the MD simulations the enantiomer not preferred by the


enzyme is pushed out of the optimal binding orientation as a
consequence of repulsive interaction. This process leads to an
increase in the distance between the active histidine residue and
the ester oxygen atom. Thus, the distance between the
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protonated N� atom of Hisact and the ester oxygen atom Oester


[d(N�H±Oester) ] was taken as a geometrical probe to quantify
effects on enantioselectivity (Scheme 2). A small distance
d(N�H±Oester) is necessary to ensure stabilization of the substrate


HN
NH


Hisact
O


O


O-


Seract


H
N


H
N


Oxyanion 
hole


d (NεH– Oester)


Scheme 2. Tetrahedral intermediate: The substrate ester is covalently bound to
the Seract residue. The anionic intermediate formed is stabilized by hydrogen
bonds to the oxyanion-hole residues. The complex shown was used for modeling
studies. The distance between the N� proton and the oxygen atom of the ester
bond (d(N�H±Oester)) is indicated. The difference between the distances observed
in models of the enzyme complexes with each of the enantiomers (�d(N�H±
Oester)) can be used as a parameter to indicate the enantioselectivity.


complex and proton transfer during the catalytic
cycle. The difference �d(N�H±Oester) observed
between the modeled complexes with the
preferred and less preferable enantiomer is a
quantitative measure of the difference in activity
towards the two enantiomers, and thus the
difference in the experimentally determined
enantioselectivity. Indeed, experimental E values
correlate well with �d(N�H±Oester) as derived
from the computer model (Figure 5), and enan-
tioselectivity can be predicted directly from MD
simulations.


Discussion


Modeling enantioselectivity towards TAEs


Manual docking, relaxation by MD simulation,
and geometric analysis were used to establish a
model for understanding and predicting enan-
tioselectivity towards TAEs. The model identifies
a geometric probe, �d(N�H±Oester), which is
correlated to experimentally determined enan-
tiopreference and enantioselectivity. A similar
model has previously been applied to explain
enantioselectivities of lipases towards chiral
substrates like triacylglycerols and secondary
alcohols.[10, 15, 19, 20, 34] The results for secondary
alcohols are in accordance with complementary
methods that model enantioselectivity in hydro-
lase-catalyzed reactions by evaluating the free
energy of enzyme± substrate complexes.[21, 35]


Small changes in structure lead to small
changes in enantioselectivity


Intuitively, one would expect that homologous
enzymes have identical enantiopreference, as


Figure 5. Correlation of modeling data (�d(N�H±Oester)) and experimental
results (E� ratio R/S) ; enantioselectivity of wild-type BsubpNBE (open symbols)
and the mutant BsubpNBE G105A (solid symbols) towards linalyl acetate (1;
circles), 3-methyl-1-pentin-3-yl acetate (2 ; triangles), and 2-phenyl-3-butin-2-yl
acetate (3 ; squares)


Figure 4. Binding of substrates 2 and 3 in the binding pocket of BsubpNBE WTand BsubpNBE G105A.
The protein surface is colored according to the hydrophobicity of the residues. G105 in BsubpNBE WT
and A105 in the mutant are colored yellow. For better clarity, hydrogen atoms are not shown. A) WT
with preferred substrate enantiomers (A1: (S)-3 ; A2: (R)-1). B) WT with nonpreferred substrate enan-
tiomers (B1: (S)-3 ; B2: (R)-1). C) Mutant G105A with nonpreferred substrate enantiomers (C1: (S)-3 ;
C2: (S)-1).
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was observed for AChEs from different organisms, where
differences in sequence led to changes in E values but not to a
reversal of enantiopreference. However, this rule cannot be
generalized, as has been shown previously for two homologous
lipases from Rhizopus oryzae and Rhizomucor miehei in which
small structural changes led to opposite stereopreference
towards triacylglycerols.[19] A switch of enantiopreference be-
tween two similar enzymes could also explain our observation
that two commercial PLE preparations (chirazyme E-1 and E-2)
have opposite enantiopreference towards 1. This difference is
most probably caused by the different compositions of the PLE
fractions since it has been demonstrated that commercial PLE
preparations frequently contain several hydrolytic enzymes[36]


and isoenzymes.[37] The presence of these enzymes may result
not only in an opposite enantiopreference of two preparations,
but also in an apparent enantioselectivity that is much lower
than for the individual purified isoenzyme.[38]


Switch in enantiopreference


Changing the enantiopreference of a biocatalyst is still a
challenge. In asymmetric organic synthesis a switch in the
handedness of the reaction can be achieved by exchange of the
chiral auxiliary with its enantiomeric counterpart (that is, by
switching from L- to D-tartrate in the Sharpless epoxidation[39] ). In
biocatalysis, this inversion of the enantiotopic surrounding
corresponds to an exchange of the natural L-enzyme with a
chemically synthesized D-enzyme, as has been demonstrated for
HIV protease.[40] Interestingly, a switch in the enantiopreference
of a biocatalyst can sometimes be obtained with only small
changes of sequence and structure. A single mutation in
BsubpNBE led to a switch in enantioselectivity towards substrate
1 from (R)-preference of the wild-type enzyme to (S)-preference
of the mutant G105A. The model predicted that the orientation
of the substrate would change as a result of the mutation: the
now-preferred (S)-enantiomer binds through the smallest
(methyl) substituent to the hydrophobic gorge, while in the
wild-type enzyme the largest substituent is oriented into this
huge binding pocket. In contrast, substrate 3 binds in a similar
orientation to both the wild-type and the mutant enzyme. Thus,
small changes in the shape of the binding site have opposite
effects on different substrates. Therefore, a generally valid
empirical rule for predicting the preferred enantiomer only from
the structure of the substrate is not feasible for tertiary alcohols.
This fact distinguishes enantiorecognition of tertiary and
secondary alcohols from one another since secondary alcohols
all bind in a similar conformation to the lipase binding site and
thus enantiopreference can be predicted by a simple and
general rule.[16, 17]


Changes of enantiopreference as a result of point mutations in
the substrate binding site have also been observed for lipases,[15]


phosphotriesterases,[41] lactate dehydrogenases,[42] and alcohol
dehydrogenases.[43] Thus, our results support the general idea
that enantiopreference is not an inherent property of an enzyme
but can be tuned by protein engineering. A switch of
enantiopreference by point mutations was also achieved by
directed evolution experiments.[13, 44] Since mutations were far


away from the substrate binding site, their effect on enantio-
recognition is still obscure. These long-range effects indicate
that mutations might have further effects, like changing the
overall structure of the protein or its dynamics.[45]


The successful change in enantiopreference and enantiose-
lectivity achieved by the single mutation G105A in BsubpNBE
demonstrates that this site is a major determinant in enantio-
recognition since it imposes sterical restraints on the shape of
the substrate near its stereocenter. This observation is further
underlined by comparing the effect of two single mutations to
that of a double mutation. Although A400 and G105 are situated
at opposite sides of the binding site, their effect on activity is
highly synergic. While the mutation A400I had no effect on
enzyme activity and mutant G105A still had 10% of the wild-type
activity, a combination of both mutations completely inactivated
the enzyme (�0.1% wild-type activity). The relevance of G105 is
also underlined by the observation that, as the first residue of the
GGG(A)X motif,[27] it is highly conserved in all carboxylesterases.
The only exception is an �-esterase from Drosophila buzzatii, in
which G105 is replaced by a proline residue.[46] The mutation
G105P in BsubpNBE resulted in a substantial loss of activity
(�1% wild-type activity, data not shown), which also indicates
that the enzyme does not tolerate considerable changes in this
region.


Enhancing enantioselectivity


While mutation G105A in BsubpNBE led to a switch in
enantiopreferences towards substrate 1, enantiopreference
towards substrate 3 did not switch. Instead, the model predicted
a considerable increase in enantioselectivity towards substrate 3,
which was experimentally confirmed. An enantioselectivity of
E� 19 is an appropriate starting point for further improvement
of enantioselectivity by standard methods like substrate engi-
neering, solvent modification, enzyme immobilization, or tem-
perature and pH changes, to achieve a level of enantioselectivity
suitable for industrial applications.


Conclusion


Our findings show that the effect of replacing an amino acid side
chain in an enzyme cannot be generalized for all substrates, but
has to be considered for each substrate ± enzyme pair inde-
pendently. Since the conformations of the two enantiomers in
the binding site depend on the details of the structures of both
substrate and enzyme, the effect of a mutation in the enzyme is
specific to the substrate involved. Thus, the same mutation
G105A can lead to a switch of enantiopreference (substrate 1),
generation of enantiorecognition (substrate 2), or sixfold
increase in enantioselectivity (substrate 3). The effects of
mutations depend on differences in the interaction of the
enzyme with the two substrate enantiomers: if the mutant
primarily blocks the binding of the disfavoured enantiomer,
enantioselectivity is increased, if it blocks binding of the
preferred enantiomer enantioselectivity is decreased or even
reversed.
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Thus, enantiorecognition by esterases can be explained on a
molecular level by careful investigation of the interactions
between enzyme and substrate. From a quantitative model of
enantioselectivity, mutants with useful properties in relation to
individual substrates can be predicted.


Experimental section


General : Chemicals were purchased from Fluka (Buchs, Switzerland)
or Sigma (Deisenhofen, Germany) at the highest purity available. PLE
(Chirazyme E1 and E2) were purchased from Roche (Mannheim,
Germany), CRL-CLEC from Altus (Cambridge, MA), and eeAChE from
Sigma. NMR spectroscopy experiments were performed on a Bruker
500-MHz device.


Cloning of hydrolases : Genomic DNA from Bacillus subtilis DSM 402
was isolated according to a standard protocol.[47] BsubpNBE was
cloned by amplification of the previously described open reading
frame[48] from the genomic DNA by using primers 5�-ACT ACT ACT
ACT CAT ATG ACT CAT CAA ATA GTA ACG� 3� and 5�-CTA CTA CTA
CTA GGA TCC TTC TCC TTT TGA AGG-3�. The PCR product was
digested by using restriction endonucleases BamHI and NdeI and was
ligated into an expression vector to yield the plasmid pG-BsubpN-
BE.WT.


Protein expression system : p-Nitrobenzyl esterase from Bacillus
subtilis and variants were expressed in E. coli. The encoding genes
were in plasmids (pG-BsubpNBE) under control of a rhamnose
inducible promoter, rhaP.[11, 49] bAChE and hAChE were expressed in
Pichia pastoris as previously published and kindly provided by S.
Vorlova¬ as crude, nonlyophilized extracts for investigation.[50]


Cell transformation, growth, and protein expression : Competent
E. coli DH5� cells were prepared by the transformation and storage
solution method, and transformed according to a standard proto-
col.[11, 51] The transformed cells were plated on LB agar plates
(containing 100 mgmL�1 ampicillin).


For protein expression, LB-amp broth (5 mL) containing 100 mgmL�1


ampicillin was inoculated with a single colony of recombinant DH5�
and incubated overnight at 37 �C. The overnight culture was diluted
1:1000 in fresh LB-amp broth and cells were allowed to grow until an
optical density at 600 nm (OD600) of 0.5 ± 0.7 was reached. Sterile
rhamnose solution (200 gL�1, 1% (v/v)) was then added to induce
expression. Cells were incubated again for at least 8 h at 37 �C. Cells
were collected by centrifugation, washed two times with sodium
phosphate buffer (50 mM, pH 7.5) and resuspended in the same
buffer for cell lysis by sonification. To remove cell debris, the solution
was centrifuged again and the supernatant was lyophilized to yield
the crude enzyme extract.


Site-directed mutagenesis : Site-directed mutagenesis was per-
formed by using the ™QuikChange∫ method (Stratagene, La Jolla, CA):
Complementary primers bearing the nucleotides to be changed
were used for PCR. Synthesis time was elongated to 8 min to ensure
amplification of the complete plasmid. The PCR mixture was treated
with DpnI to digest the nonmethylated template DNA. Transforma-
tion and selection of recombinant cells were performed as described
above.


Synthesis of tertiary alcohol acetates : Linalyl acetate (1) was
obtained from Fluka (Buchs, Switzerland).


(R/S)-2-Phenyl-3-butin-2-yl acetate (3): (R/S)-2-phenyl-3-butin-2-ol
(25 g, 171 mmol) was dissolved in freshly distilled, dried tetrahydro-
furan (300 mL). The solution was cooled on ice then BuLi (80 mL) in
toluene (2.5M, 200 mmol) was added dropwise over a period of


10 min. The mixture was stirred for another 15 min and freshly
distilled acetyl chloride (15 mL, 211 mmol) was added. The ice bath
was removed and the mixture was heated under reflux for 1 h. The
solution was allowed to cool to ambient temperature and uncon-
verted acetyl chloride was hydrolyzed by adding water (150 mL). The
mixture was extracted three times with diethyl ether (300 mL) and
the collected organic phases were dried with anhydrous Na2SO4


before the solvent was removed under a vacuum. Distillation (114 �C,
15 mbar) yielded the product as a colorless liquid (24.4 g, 130 mmol;
76%). 1H NMR (500.15 MHz, CDCl3; tetramethylsilane (TMS) as
standard): �� 1.89 (3H, s), 2.07 (3H, s), 2.80 (1H, s), 7.34 (1H), 7.36
(2H), 7.58 (2H) ppm. 13C NMR (125.76 MHz, CDCl3; TMS as standard):
��21.71, 32.05, 75.31, 75.56, 124.75, 124.84, 127.91, 128.33, 128.38,
142.10, 168.62 ppm.


(R/S)-3-Methyl-1-pentin-3-yl acetate (2): Acetic anhydride (17 mL,
18.4 g, 180 mmol) was added dropwise to (R/S)-3-methyl-1-pentin-3-
ol (17 mL, 14.8 g, 150 mmol) while the flask was cooled in an ice bath.
Phosphorus pentoxide (50 mg) was added and the mixture was
stirred for another 15 min, then the ice bath was removed and the
mixture was stirred at ambient temperature for 16 h. The solution
was washed twice with water (100 mL) and extracted twice with
diethyl ether (100 mL). The organic layers were combined and
washed with saturated NaHCO3 solution until formation of CO2 was
no longer observed. The layers were again washed twice with water
and dried over anhydrous Na2SO4 and then the solvent was removed.
Flash chromatography on silica gel (petrol ether/ethyl acetate 4:1)
yielded the product as a colorless liquid (17.65 g, 126 mmol, 84%).
1H NMR (500.15 MHz, CDCl3; TMS as standard): �� 1.03 (3H, t, J�
7.5 Hz), 1.66 (3H, s), 1.85 (1H, m), 1.96 (1H, m), 2.03 (3H, s), 2.55 (1H,
s) ppm. 13C NMR (125.76 MHz, CDCl3; TMS as standard): �� 8.40,
21.89, 25.90, 34.67, 73.18, 75. 31, 83.75, 169.42 ppm.


Biotransformation : Reactions were either performed with a pH-stat
system for conversion control (BsubpNBE) or in 2-mL reaction tubes
for faster screening (CRL, AChEs).


pH-stat: An aqueous emulsion of the substrate ester (10 mM) was
prepared with gum arabic (2% w/v) in an ultra turrax dispersing
instrument. The emulsion (20 mL) was thermostated at 40 �C in the
reaction chamber of the pH stat. The reaction was started by adding
the enzyme (10 mg). The pH value was kept constant by automated
titration with NaOH (0.1M). At selected points of hydrolysis,
determined by the amount of consumed NaOH, samples (200 �L)
were withdrawn from the reaction mixture and extracted with
toluene (250 �L). These samples were analyzed by GC separation on
a chiral phase (Heptakis-(6-O-pentyl-2,3-di-O-methyl)-�-cyclodextrin
in OV 1701, provided by Prof. Kˆnig, University of Hamburg,
Germany) and the carrier used was H2 at 40 kPa.


In contrast to the other tested substrates, 3 showed significant
autohydrolysis. This hydrolysis of 3 occurs by an SN1-type mecha-
nism[25] and shows only minor pH-dependence between pH 6.0 and
8.5, where a significant enzyme activity was observed. Lowest
autohydrolysis rates were observed at near-neutral pH values. We
decided to carry out measurements at pH 7.5, where autohydrolysis
is only slightly higher than at pH 7.0 but significant enzyme activity is
ensured. Enzymes were added in amounts sufficient to ensure 50%
conversion within less than 20 min, which guaranteed that auto-
hydrolysis contributed to less than 5% of the total conversion. For
reactions with low catalytic activity and moderate or high enantio-
selectivity, however, autohydrolysis might reach similar levels as the
enzymatic conversion of the disfavored enantiomer. As a result, the
observed enantioselectivity would be slightly lower than the actual
enantioselectivity of the enzymatic reaction.
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Molecular modeling :


Hardware and software: Molecular modeling was performed on a
Silicon Graphics Octane 2 workstation (SGI, Montain View, CA) with
the Sybyl 6.1 program (Tripos, St. Louis, MO). The Tripos force field
and Gasteiger-H¸ckel charges were used for all calculations. The
partial charges of Hisact and the tetrahedral Seract. ± substrate complex
were assigned as described previously.[52]


Structures: Experimentally determined X-ray structures of CRL (PDB
entry 1LPM),[16] eeAChE (1C2B),[30] and hAChE (2CLJ)[31] were obtained
from the Protein DataBank. A homology model of BsubpNBE DSM
402 was created by using the X-ray structures of the correspond-
ing enzyme from the strain NRRL B8079 (1QE3, 1C7J, 1C7I).[53]


The homology model for bAChE is based on the structure of AChE
from Torpedo californica (1QIK, 1CFJ).[32] The homology models
were computed by the Swiss-Model automated modeling ser-
vice of GlaxoSmithKline (http://www.expasy.ch/swissmod/SWISS-
MODEL.html).[54]


All solvent molecules represented in the PDB files were removed
before substrate docking. Substrates were manually docked into the
binding site of the enzymes to mimick the tetrahedral intermediate
formed after the nucleophilic attack of the Seract. , which resembles
the rate-limiting step of ester hydrolysis. The substrate was oriented
with the oxyanion towards the oxyanion-hole residues and the
protonated N� atom embedded between the O� and Oester atoms of
the substrate.[52] The substituents of the substrate were oriented in
the binding pocket to give minimal repulsive interactions with the
protein structure.


Molecular dynamics simulations : The enzyme± substrate complex
was optimized by energy minimization and subsequent 18-ps MD
simulations (2 ps at 5 K, 2 ps at 30 K, 2 ps at 70 K, 12 ps at 100 K). The
temperature coupling constant was adjusted to 10 fs. The non-
bonded interaction cutoff was set to 8 ä, the dielectric constant to
1.0. The conformer structures were saved every 40 fs. Conformers of
the last 2 ps were averaged and used for analysis. All minimizations
and MD simulations were performed in vacuo with a constrained
protein backbone.


To verify that results do not depend on the initial conformation or
the simulation time, additional simulations with slightly different
initial conformations and extended simulation times (100 ps) were
performed. In all cases the system relaxed reproducibly to a similar
conformation.
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providing recombinant bAChE and hAChE and Volker Nˆdinger
for DNA sequencing. This work was supported by the Deutsche
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Synthesis of Cytidine Ribonucleotides by
Stepwise Assembly of the Heterocycle on
a Sugar Phosphate
Abdul-Aziz Ingar,[a] Richard W. A. Luke,[b] Barry R. Hayter,[b] and
John D. Sutherland*[a]


Although various syntheses of the nucleic acid bases exist and
ribose is a product of the formose reaction, no prebiotically
plausible methods for attaching pyrimidine bases to ribose to give
nucleosides have been described. Kinetic and thermodynamic
factors are thought to mitigate against such condensation
reactions in aqueous solution. This inability to produce pyrimidine
nucleosides and hence nucleotides is a major stumbling block of
the ™RNA World∫ hypothesis and has led to suggestions of
alternative nucleic acids as evolutionary precursors to RNA. Here,


we show that a process in which the base is assembled in stages on
a sugar phosphate can produce cytidine nucleotides. The sequen-
tial action of cyanamide and cyanoacetylene on arabinose-3-
phosphate produces cytidine-2�,3�-cyclophosphate and arabinocy-
tidine-3�-phosphate.


KEYWORDS:


prebiotic chemistry ¥ molecular evolution ¥ nucleobases ¥
nucleotides ¥ RNA


Introduction


Chemical analysis of the structure of RNA suggests that it might
have been produced prebiotically by polymerisation of activated
nucleotides.[1] This conventional retrosynthetic view further
reduces nucleotides to nucleosides and thence to ribose and
the heterocyclic bases.[1a] Potentially prebiotic syntheses of
ribose and the bases are cited as evidence for this prebiotic
route of RNA synthesis.[2] However, the yields of some of these
syntheses are very low and several of the steps do not appear
particularly plausible.[3] In particular, no prebiotic condensation
of uracil or cytosine with ribose to give nucleosides is known.[1b]


Delocalisation of the N1 lone pair of these bases presumably
presents a substantial kinetic barrier to glycosidation. Further-
more, the equilibrium constant for the reaction of ribose with
uracil to form uridine has been calculated to be in the region of
10�3 M�1.[1c] An alternative route to pyrimidine nucleosides
involving stepwise assembly of the nitrogenous base on the
sugar has been demonstrated but a stereochemical impasse was
encountered.[4] Sequential treatment of D-ribose with cyanamide
and cyanoacetylene produced �-ribocytidine and not �-ribocy-
tidine.


The lack of a route to the correctly configured nucleoside
components of RNA poses a major challenge to the ™RNA World∫
hypothesis[1a] and has resulted in a bleak outlook in the field
summarised thus: ™It is possible that some efficient prebiotic
synthesis of the �-ribosides, or some method of separating the
�-ribosides from closely related isomers, will be discovered, but
there is no basis in organic chemistry for optimism.∫[1d]


Results and Discussion


Prebiotically plausible routes to phosphorylated sugars have
recently been demonstrated,[5] so we decided to investigate the
possible conversion of such compounds into nucleotides. In
addition to demonstrating that sugar phosphates can be
produced by aldolisation of glycolaldehyde phosphate and
formaldehyde,[5a] Eschenmoser and co-workers have also shown
that sugars can be phosphorylated by using amidotriphosphate
or diamidophosphate.[5b] In the pentose series, these chemistries
produce 2,4-diphosphates and 2-phosphates (by hydrolysis of
1,2-cyclophosphates), respectively. However, we initially fo-
cussed on a pentose-3-phosphate, since we reasoned that
arabinose-3-phosphate (1) has the potential to be elaborated to
cytidine-2�,3�-cyclophosphate (2) by sequential assembly of the
base and inversion of the 2�-stereochemistry (Scheme 1). Pen-
tose-3-phosphates such as 1 could be derived from the
corresponding 2-phosphates or 2,4-diphosphates by isomer-
isation/hydrolysis or by alternative routes. We reasoned that
reaction of 1 with cyanamide should give the aminooxazoline 3,
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Scheme 1. Possible prebiotic conversion of arabinose-3�-phosphate (1) to
cytidine-2�,3�-cyclophosphate (2).


which should react with cyanoacetylene to give the anhydro-
nucleotide 4. Compound 4 has previously been prepared by
conventional chemical synthesis[6a] and shown to undergo
competing hydrolysis and rearrangement to 5 and 2, respecti-
vely.[6b] However, the success of the conversion of 1 to 4 was by
no means guaranteed. Firstly, the steric and electronic effects of
the 3-phosphate group of 1 on the formation of the amino-
oxazoline 3 could not be predicted. Secondly, it is known that
phosphate monoesters react with cyanamide to give intermedi-
ates, which are hydrolysed or alcoholysed (in high yield if the
attack is an intramolecular one by a vicinal hydroxy group) to
urea or which react with additional cyanamide to give cyano-
guanidine.[7] It was thus possible that such reactions would
compete with aminooxazoline formation, since intramolecular
alcoholysis by vicinal hydroxy groups would be possible in the
pyranose forms of the phosphate ± cyanamide adduct 6
(Scheme 2).[8] Thirdly, since inorganic phosphate is known to
react with cyanoacetylene,[9] it was possible that the 3-phos-
phate of 3 might do so as well. Lastly, we recognised that the 3�-
phosphate might displace the aminooxazoline function of 3 to
give the ribosylurea 7.


Conventional chemical synthesis was used to prepare 1, which
was found to exist predominantly in pyranose forms in
solution.[10] Treatment of an aqueous solution of 1 (0.1 M) with
two equivalents of cyanamide at pH 7.5 and 60 �C for 2.5 h
resulted in the formation of the aminooxazoline 3 in high yield
(�70% as measured by 300-MHz 1H NMR analysis ; Figure 1a). A
sample of 3 (0.05 M) was then allowed to react with five
equivalents of cyanoacetylene at pH 5.5 and 50 �C for 2 h.
Although 3 is probably N-protonated and therefore less reactive
than 1 at this pH value,[11] these conditions were chosen to allow
observation of any zwitterionic O2,2�-cyclocytidine-3�-phosphate
(4) produced by rendering the reactive dianionic form of 4
unavailable. Compound 3was converted into 4 in approximately
50% yield (Figure 1b). When the pH value of the reaction was
subsequently raised to 7 by addition of aqueous sodium
hydroxide, the dianionic form of 4 gradually transformed into


Scheme 2. Potential side reactions in the conversion of arabinose-3�-phosphate
(1) to anhydronucleotide 4. Boxed: precedent for activated phosphates in the
pyranosyl series to undergo intramolecular alcoholysis by vicinal hydroxy
groups.[8] Treatment of 2�-phosphoryl-pyranosyl-RNA tetramers with ethyl-(3-
dimethylaminopropyl)-carbodiimide gave 2�,3�-cyclophosphoryl-pRNA tetramers.
Cyanamide, whilst a less powerful activating agent than a carbodiimide, has been
used to effect the cyclisation of uridine-2�/3�-monophosphate to uridine-2�,3�-
cyclophosphate in greater than 70% yield.[7] It was therefore possible that
reaction of arabinose-3-phosphate (1) with cyanamide would lead to the
activated derivative 6 and that the pyranose forms of 6 would undergo
cyclisation to give arabinopyranose-2,3- or 3,4-cyclophosphates. The phosphate
group of 3 has the potential either to displace the aminooxazoline to give a
ribosylurea 7 or to react with cyanoacetylene to give a cyanovinyl adduct.


2 and 5. After 10 days, 2 and 5 had been produced in a ratio of
1:4 and a combined yield of approximately 50% based on 4
(Figure 1c). 1H NMR analysis also demonstrated the presence of
three other pyrimidine nucleotide species that we have not
identified as yet. The less favourable ratio of 2 :5 is thought to be
due in part to the nature of the counterions of 4 in this
experiment. The previously reported conversion of 4 into 2 and 5
in a ratio of 2:1[6b] and an overall quantitative yield involved
triethylammonium or tri-n-octylammonium counterions, in con-
trast to the sodium ions in our experiment. The effects of
counterions and other variables on this reaction are currently
being evaluated.


The fact that these conversions proceed readily in aqueous
solution at near-neutral pH values suggests that this chemistry is
prebiotically plausible.[12] Furthermore, the dominance of the
chemistry shown in Scheme 1 over that shown in Scheme 2,
despite the precedence for the latter, suggests that within the
ensemble of arabinose-3-phosphate, cyanamide and cyanoace-
tylene, the reactions are predisposed to lead to cytidine
nucleotides.[13] At present the sequence requires excesses of
cyanamide and cyanoacetylene and suffers from a low yield in
the final step. Both cyanamide and cyanoacetylene are pre-
sumed to be prebiotic compounds and can be produced in
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reasonable yields.[14] If the yield of the conversion of 4 into 2 can
be increased to that reported in the literature[6b] then the overall
yield of 2 from 1 would be in excess of 20%; as it stands the
overall yield is 3.5%.


Experimental Section


Arabinose-3-phosphate (1) was prepared by conven-
tional chemical synthesis (details to be reported
elsewhere). Cyanamide was purchased from Aldrich
and cyanoacetylene was prepared by dehydration of
propiolamide according to the procedure of Eschen-
moser et al.[15] The aminooxazoline 3 was purified by
C18 reversed-phase HPLC (Waters Spherisorb ODS
column) by isocratic elution with water. 1H NMR data
for 3 (300 MHz, D2O): �� 3.52 (1H, dd, Jgem� 12.8,
J4�,5��4.7 Hz; H5�), 3.60 (1H, dd, Jgem�12.8, J4�,5���
3.5 Hz; H5��), 4.23 (1H, m; H4�), 5.44 (1H, d, J1���
5.6 Hz; H2�), 6.02 (1H, d, J1�,2�� 5.6 Hz; H1�) ppm; the
signal for H3� was obscured by the residual HOD
signal. Assignment of the 1H NMR data for O2,2�-
cyclocytidine-3�-phosphate (4), produced by reaction
of 3 with cyanoacetylene, was made by comparison
with data acquired on an authentic sample of 4
prepared by a slightly modified version of the
literature method.[6a] 1H NMR data for 4 (300 MHz,
D2O): �� 3.51 (1H, dd, Jgem� 13.0, J4�,5�� 2.7 Hz; H5�),
3.60 (1H, dd, Jgem�13.0, J4�,5���2.8 Hz; H5��), 4.51, (1H,
m; H4�), 4.88 (1H, brd, J3�,P�9.2 Hz; H3�), 5.65 (1H, d,
J1�,2��6.0 Hz; H2�), 6.48 (1H, d, J5,6� 7.4 Hz; H5), 6.57
(1H, d, J1�,2�� 6.0 Hz; H1�), 8.02 (1H, d, J5,6� 7.4 Hz;
H6) ppm. Literature NMR chemical shift data for 4
(100 MHz, D2O) for H2� (6.24), H5 (7.09), H1� (7.15) and
H6 (8.61) are shifted approximately 0.6 ppm down-
field relative to our data.[6a] Assignment of the 1H NMR
data for cytidine-2�,3�-cyclophosphate (2) produced
when the pH value of the solution containing 4 was
raised to 7 was made by comparison with literature
data[16] and those acquired on a sample of 2
purchased from Sigma ± Aldrich. 1H NMR data for 2
(400MHz, D2O): ��3.85 (1H, dd, Jgem� 12.4, J4�,5��
5.7 Hz; H5�), 3.92 (1H, dd, Jgem�12.4, J4�,5��� 3.6 Hz;
H5��), 4.31 (1H, ddd, J4�,5�� 5.7, J3�,4�� 5.4, J4�,5��� 3.6 Hz;
H4�), 4.95 (1H, ddd, J3�,P� 12.1, J2�,3��6.7, J3�,4��5.4 Hz;
H3�), 5.14 (1H, ddd, J2�,3�� 6.7, J2�,P� 6.5, J1�,2�� 2.7 Hz;
H2�), 5.85 (1H, d, J1�,2�� 2.7 Hz; H1�), 6.01 (1H, d, J5,6�
7.5 Hz; H5), 7.67 (1H, d, J5,6�7.5 Hz; H6) ppm.
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Figure 1. 1H NMR analysis of the nucleotide assembly sequence (all spectra recorded in D2O).
a) 300 MHz spectrum of the crude reaction products from treatment of 1 with cyanamide. Peaks
due to 3 are labelled with assignments in bold. b) 300 MHz spectrum showing the partial
conversion of 3 into 4 after reaction with cyanoacetylene. Peaks due to 4 are labelled in italics,
peaks due to residual 3 are labelled in bold and peaks due to both 3 and 5 are labelled in bold
italics. c) Expansion of the 400 MHz spectrum showing conversion of 4 into 2, 5 and three
unidentified species presumed to be cytidine derivatives. The various doublets all correspond to
H6 signals, with assignments labelled according to compound number. During the experiment,
1H NMR analysis showed that the H6 peaks for 4 decreased whilst those for 2 and 5 increased in
proportion with the signals assigned to the other protons of 2 and 5 (not shown).
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Synthesis, Receptor Binding, Molecular
Modeling, and Proliferative Assays of a Series of
17�-Arylestradiols
Nicolas Foy, Elie Ste¬phan, Anne Vessie¡res, Emmanuel Salomon, Jan-Martin Heldt,
Michel Huche¬ , and Ge¬rard Jaouen*[a]


A series of new derivatives of estradiol substituted at position 17�
by various aryls has been synthesized. This was made possible by
efficient activation methods for the addition of aryllithiums to the
carbonyl group at position 17 of estrone by using tetramethyle-
thylenediamine (TMEDA) or BF3 ¥ OEt2. Their relative binding affinity
(RBA) for the � and the � forms of the estrogen receptor (ER) have
been measured. All except one of the compounds synthesized had
an RBA value of around 10% which indicates a level of tolerance
towards the bulky substituent at position 17. The lipophilicity values
measured for these compounds are higher than that found for


estradiol (E2). A study of their proliferative/antiproliferative effects
was carried out on hormone-dependent (MCF7) and hormone-
independent (MDA-MB231) breast cancer cell lines. It is interesting
to note that all the compounds are estrogenic. The possibility of
easily attaching an iodine at the end of a phenyl spacer opens up a
route to new radiopharmaceuticals for use in radioimaging.


KEYWORDS:


arylation ¥ estradiol ¥ receptors ¥ steroids ¥ triazenes


Introduction


The recent X-ray crystallographic structural determination of the
ligand binding domain (LBD) of estrogen receptors � and �


provided a significant advance in the understanding of the
mechanism of action of these systems.[1] In particular it provides
a molecular view of ligand ± receptor binding and a structural
approach to the agonist or antagonist effects of various
bioligands. Rather than being an end in itself, this structural
breakthrough provides the rationale on which further develop-
ment can be based.


Current sought after advances in the field include more
effective and selective estrogen receptor modulators (SERMs)
than those currently available, the establishment of affinity
chromatography systems on a more solid basis, synthetic
approaches to new radiopharmaceuticals, and synthesis of
steroids with very local action.[2, 3] It is now widely accepted
that estradiol and its derivatives affect a large number of genes
in the body.[4] All treatments involving these molecules must take
into account the diversity of potential targets and evaluate
known and potential risk factors (for example, osteoporosis,
heart disease, dyspareunia, breast cancer, stroke).


It is therefore important to seek routes to new derivatives of
estradiol that may enable us to target more precisely our
response to a multiplicity of current demands. With this in mind
one may note that not all possible modifications of the estradiol
skeleton have been explored. This is particularly true for the 17�-
arylestradiols.


The series of 17�-ethynylestradiols bearing rigid, nonbulky,
lipophilic spacers at position 17� has been the subject of several


studies.[5±8] It has been clearly established that this type of
substitution is compatible with good affinity for the estrogen
receptor. Such behavior might be expected with aryl groups
attached at this 17� position, which would be expected to
permit a complete range of substitutions to the arene. It is
surprising to note the weakness of the data available in the
literature on this subject.[9, 10] The first 17�-phenylestradiol was
not published until 1991 and 1992 and was obtained in modest
yield by the action of phenyl lithium on the protected estrone.
Reactivity proved to be poor and substituted phenyls were not
investigated.


We recently improved this reaction and showed that this
approach could be made viable with the aid of in situ activation
with boron trifluoride etherate (BF3 ¥ OEt2) or tetramethylethyle-
nediamine (TMEDA).[11, 12] This preliminary work opened the way
for a whole series of substituted aryls attached at position 17� of
estradiol. Here we present the full study extended to a
biochemical study of the compounds obtained and a ration-
alization of their behavior by molecular modeling.
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Results and Discussion


Chemistry


The 17�-arylestradiols described here were prepared in three
steps starting from commercially available estrone. The estrone
is first protected with the appropriate group (Bn�benzyl, THP�
tetrahydropyranyl, TBDMS� tert.-butyldimethylsilyl) and various
aryllithiums are then added to the carbonyl group at


position 17 (Scheme 1). This addition is carried out at low
temperature with activation by BF3 ¥OEt2 or TMEDA. A series of
17�-arylestradiols protected at position 3 of the aromatic ring
(5 ±13) was thus obtained (57 ± 80% yields). Structures of the
steroids 5 ±13 are detailed in Table 1.


OH


O


R2


R1R2
Li


BF3 · OEt2


17 3'


4'


5 - 13


1, 2 or 3 +


4(a-g)


or TMEDA
     – 85°C


Scheme 1. Promoted addition of aryllithiums to protected estrones. R2�H (4 a),
4�-Me (4 b), 4�-OMe (4 c), 4�-N�N�N(C4H8) (4 d), 4�-NMe2 (4 e), 4�-N�N�NEt2 (4 f), 3�-
N�N�N(C4H8) (4 g).


The protected estradiols 9 and 12, which possess a triazene
moiety, can be converted directly to iodophenylestradiols 14
and 15. The protected estradiol 7 can be hydrogenated to
aminophenylestradiol 16. Estradiols 17 ±20 are then obtained by
deprotection.


OH


HO


R2
17 3'


4'


18 : R2 = 4'-CH3


19 : R2 = 4'-OCH3


20 : R2 = 4'-N(CH3)2


21 : R2 = H


14 :  R2 = 4'-I                              


15 :  R2 = 3'-I                             


16 :  R2 = 4'-NH2                              


17 :  R2 = 4'-N=N-NEt2


Activation by BF3 ¥ OEt2


Addition of phenyllithium to estrone or a protected estrone gave
relatively low yields.[9, 10] We attempted to optimize the reaction
and to extend it to other aryllithiums (see Scheme 1). The results
obtained were described in a preliminary communication whose
principal conclusions are summarized below.[12]


Several of the classic methods for the activation of the
addition of organometallics to carbonyl compounds, including
use of CeCl3[13, 14] or TiCl4 ,[15, 16] were tested and found to be
unsatisfactory. Activation by LiClO4


[17] gave moderate results. The
best yields for conversion of a protected estrone to the
corresponding 17�-arylestradiol were eventually obtained, in
the first instance, by using BF3 ¥OEt2 as the activation agent. In
this way conversions of 60% in THF and 80% in toluene were
obtained for the addition of phenyllithium to the estrone benzyl
ether at low temperature. This Lewis acid has been used to
activate the reactions of organolithiums with various electro-
philes. This phenomenon of activation by BF3 ¥OEt2 has been
interpreted in two ways: either the Lewis acid coordinates to the
heteroatom to facilitate the reaction of the organolithium, or
there is formation of an ate complex between the lithium and
BF3 ¥ OEt2 at low temperature.[18] This ate complex would be more
nucleophilic and less basic than the organolithium.


The protected 17�-arylestradiols 5, 6, and 7 were prepared by
activation with BF3 ¥ OEt2 in yields of 57 ± 80%. The steroid 7 was
obtained with 57% conversion by this method; however,
problems of reproducibility arose.


Activation by TMEDA


In order to improve the synthesis of compound 7, we developed
a new activation method with TMEDA. Given the low solubility of
steroids in most solvents and the structure of aryllithiums in
solution, THF appeared the most suitable solvent. In THF,
phenyllithium is in monomer ±dimer equilibrium. The addition
of TMEDA in THF has little if any effect on the monomer/dimer
ratio, but forms a series of complexes with phenyllithium.[19]


These changes in the structure of the phenyllithium may explain,
in this case, the observed increase in reactivity. Thus, with three
equivalents of TMEDA per aryllithium, condensation of the
aryllithiums 4d and 4g onto the carbonyl at position 17 of
estrones 1 and 2 occurs in 60% yield to give the arylestradiols 7,
9, or 12.


The aryllithiums 4b ±g were all obtained by halogen ±metal
exchange with tert-butyllithium, which was performed at low


Table 1. Structure of the 3-protected 17�-arylestradiols.


OH


O


R2


R1


17 3'


4'


compound R1 R2


5 Bn 4�-CH3


6 Bn 4�-OCH3


7 Bn 4�-N�N�N(C4H8)
8 THP 4�-CH3


9 THP 4�-N�N�N(C4H8)
10 THP 4�-OCH3


11 THP 4�-N(Me)2
12 THP 3�-N�N�N(C4H8)
13 TBDMS 4�-N�N�NEt2
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temperature to minimize degradation reaction and
solvent attack. Once the exchange had occurred, first
TMEDA and then the protected estrones 1 ±3were added
to the medium. This method gave the corresponding
arylestradiols in yields comparable to those obtained
with activation by BF3 ¥ OEt2. The condensation products
were purified by chromatography.


Sandmeyer-type reactions


Triazene chemistry was employed to transform aryltria-
zene groups to iodoaryl groups. Barrio described the
halogenation of 1-aryl-3,3-dialkyltriazenes either in an
acidic medium or in the presence of trimethylsilyl(TMS)
halides.[20, 21] We used the latter, milder method on
arylestradiol triazenes 7, 9, and 12, by treating them with
TMSI to obtain the 4�- and 3�-iodophenyl compounds 14
and 15. Debenzylation of the iodo compound resulting
from 7 did not give convincing results. The choice of the
tetrahydropyranyl (THP) protecting group proved judi-
cious, since the deprotection occurs in situ during the
halogenation reaction (see below and Scheme 2).


The estradiols formed have a great tendency to
dehydrate on heating. The dehydration can be limited
at room temperature, and 14 ±15 were obtained in 90%
and 80% yield, respectively, after purification by chroma-
tography, while no other steroid was detected.


TMSI was prepared in situ from TMSCl and NaI. This
synthesis therefore opens the way for the preparation of
radiolabeled derivatives of the estradiols 14 and 15,
which, by using isotopes such as 125I or 123I, could be
good candidates as readily accessible radiopharmaceut-
icals.


Deprotections


The THP group: we decided to take advantage of the
deprotection of THP groups observed during Sandmeyer-
type reactions with compounds 9 and 12. We attempted to
deprotect the THP groups of estradiols 8, 10, and 11 by treating
them with TMSI. The desired deprotection does indeed occur
and is quantitative. This recently described method[22] is
interesting, since it avoids the dehydration of the tertiary benzyl
alcohol that we consistently observed with standard methods.
We suppose that the alcohol group at position 17� was silylated
in situ, which certainly obviates dehydration. Estradiols 18, 19,
and 20 were thus obtained in good yields (77 ± 90%).


The triazene group: use of a Ni ±Al alloy has been proposed
for reduction of triazenes to amines.[23] Thus the hydrogenolysis
of the triazene 7 in the presence of Ni ±Al alloy was tested in
various solvents and in every case failed to give a satisfactory
result. Similarly, hydrogenation in the presence of Pd(CH3CN)2Cl2
only permits conversion of the triazene function to an amine,
while the benzyl group resists deprotection (Scheme 3). How-
ever, hydrogenation in the presence of palladium on carbon
under a hydrogen atmosphere permitted reduction of the
triazene to an amine and simultaneous cleavage of the benzyl


group. In this case, the use of methanol is necessary to give good
hydrogen solubility, while THF was used to dissolve the steroid.
The estradiol 16 was obtained by this method in 67% yield. We
followed the same procedure starting from the steroid 6 to
obtain 19 in 68% yield. Surprisingly, the estradiol 18 could be
obtained directly after treatment of the BF3 ¥OEt2-activated
condensation reaction of tolyllithium on the estrone 2. The
estradiol 13 was successfully deprotected with Bu4NF in
methanol to give 17 in 67% yield.


Biochemical studies


Various biochemical tests were carried out on a series of 17�-4�-
or -3�-substituted phenylestradiol derivatives: 1) Measurement of
their relative binding affinity (RBA) for the � and � forms of the
estrogen receptor (ER� and ER�), which indicates whether or not
these compounds are still recognized by this receptor. These
measurements were performed in a competitive radioreceptor
binding assay using sheep uterine cytosol as a source of ER�,


NN
N


OH


O


O


O


I


OH


HO


I


O


O


17


9 and 12


3'


4'


17 3'


4'


a)


17


14 and 15


b)


Scheme 2. Sandmeyer-type reactions. a) NaI, (CH3)3SiCl, CH3CN, room temperature, 17h;
b) NaHCO3.
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Scheme 3. Reduction of the triazene moiety. a) EtOH, EtOAc, cat. PdCl2(CH3CN)2 , 15 min;
b) MeOH/THF, Pd(10% on charcoal), H2, 21 h.
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purified ER� purchased from PanVera (USA), and [3H]-estradiol as
tracer.[24] 2) Measurement of their lipophilicity (logPo/w). This
value which is determined by HPLC,[7] is an important indicator of
the molecule's ability to penetrate the lipid barrier of the cell. If it
is too low the molecule will not be able to enter the cell, but if it
is too high, most of the compound will be captured in vivo by
the fatty tissues. 3) Study of the proliferative or antiproliferative
effects of the compounds on MCF7 cells derived from a
hormone-dependent breast cancer cell line. This cell line which
contains a high level of estrogen receptors, is considered the
standard for estrogen receptor positive (ER(�)) cells. The results
obtained are shown in Table 2 and Figures 1 and 2. They should
be compared with the values obtained for estradiol (E2), the
estrogen of reference.


Figure 1. Effect of estradiol (E2), 17, 15, and 14 on the proliferation of MCF7 cells
(estrogen receptor-positive breast cancer cells) after six days of culture. The results
are from one representative experiment (means of quadruplicate).


Figure 2. Effect of estradiol (E2), 16, 18, and 20 on the proliferation of MCF7 cells
(estrogen receptor-positive breast cancer cells) after six days of culture. The results
are the means of two independent experiments.


Relative binding affinity of the compounds


It is interesting to note that all the compounds synthesized
retain affinity for both the � and � form of the estrogen receptor.
This affinity is high (around or over 10%) for all the products
tested except for 16 (RBA� 3.5). This result confirms the
previous observation that the � form of the estrogen receptor
possesses a lipophilic pocket that allows it to accommodate
fairly bulky substituents at position 17�.[25] This situation seems
also to be true for the � form. Still, the lower value found for 16
cannot be ascribed to a steric effect of the substituent. On the
other hand, in the series of substituted phenylestradiols, it has
the lowest logPo/w value. One may thus suspect that the pocket
available to 17� substituents is lipophilic. This view is strength-


Table 2. RBA values for ER� and ER�, logPo/w and proliferative effect on hormone-dependent cancer cell line (MCF7) of some 17�-4�- or 17�-3�-substituted
phenylestradiol derivatives.


OH


HO


R2
17 3'


4'


numbering R2 RBA [%] for ER�[a] RBA [%] for ER�[b] LogPo/w
[c] proliferative effect of X/E2 [%][d]


estradiol ± 100[e] 100[e] 3.5 100
14 4�-I 23 nd 5.3 96
15 3�-I 11 14.5 nd 108
16 4�-NH2 3.5 nd 4.3 75
17 4�-N�N�N(Et)2 11.5 14 5.8 115
18 4�-CH3 33 16 4.7 88
19 4�-O�CH3 17 14.5 nd nd
20 4�-N(CH3)2 13.5 7.5 4.7 111
21 H 25[f] nd nd nd


[a] RBA measured on lamb uterine cytosol as described in ref. [24] except for 17 and 19 where measurements were performed on purified ER� from PanVera.
[b] RBA measured on purified ER� from PanVera (Michigan, USA). [c] Octanol/water partition coefficients were determined by HPLC as described in ref. [7].
[d] Measured on MCF7 cells in the presence of 1 �M of the compound (X) to be tested or 1 nM of E2. Conditions as described in Figures 1 and 2. [e] Value by
definition. [f] Value from ref. [10].







G. Jaouen et al.


498 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 494 ±503


ened by the fact that when the substituent in the 17� position is
a cationic arene bearing the organometallic fragment
[(Ru��Cp*)phenyl] , the RBA value is zero.[10]


Proliferative effect of the derivatives


The proliferative effect of the compounds on a hormone-
dependent breast cancer cell line (MCF7 cell line) was studied at
one or two molarities of incubation (0.1 and 1 �M) and compared
to that of estradiol (1 nM), the estrogen of reference (Figures 1
and 2). It is interesting to note that all the compounds have a
proliferative effect (percentage of protein, number of cells,
higher than the control) and all are thus estrogenic. When this
value is compared to the effect observed with estradiol (Table 1),
three of the compounds, 16, 17, and 20, have at a molarity of
1 �M a greater effect than the standard estradiol (itself at a
molarity of 1 nM), and are thus strongly estrogenic. The most
effective compound is the triazene derivative 17 which com-
bines a high RBA value with the highest logPo/w value. This result
shows that the compound has good stability, as its hydrolysis
might have led to the formation of radical species known for
their cytotoxic effects.[26] Also, 16 which has the lowest RBA and
logPo/w values, has the lowest estrogenic effect.


All the compounds were also tested on MDA-MB231 cells, a
cell line derived from a breast cancer that is non-hormone-
dependent, that is, without the � form of the estrogen receptor.
Our compounds have no effect on this cell line (data not shown).
The proliferative effect observed on the MCF7 cells is therefore
clearly a hormonal effect mediated by the estrogen receptor.


Molecular modeling


Recent structural determinations have made the first molecular
modeling studies on 17�-arylestradiols possible. The structure
used is that of the hER� receptor bound to estradiol obtained by
Hubbard et al.[27] Only the amino acid molecules that form the
wall of the binding cavity have been retained in the model. The
estradiol in the cavity was modified successively to model the
phenyl bioligands studied. All the heavy (which is, non-hydro-
gen) atoms of the amino acids of the cavity wall were
immobilized. Then the side chains of amino acids His524,
Met343, and Met421 were released. This was justified by
observations that this part of the cavity is flexible.[28] Energy
minimization was then carried out in this configuration by using
the Merck molecular force field (MMFF). The ideal positions of
the bioligands were calculated in this way. We then determined
the affinities of the bioligands for the cavity by using the semi-
empirical quantum mechanical method AM1.[29] This involves
calculation of the energies of the bioligand cavity, the cavity, and
the mediator entities, the last two in the conformations that they
had in the full structures. This gives the enthalpy variations �rH�
of the interactions of the bioligands with the cavity. The
calculated �rH� values range from �2.9 to �9.1 kcalmol�1


(average �rH���5.9 kcalmol�1 for an average RBA of around
20%). As discussed above, the �rH� values calculated clearly
show energetically favorable binding, but as before, a precise
quantitative correlation with the RBA values was not possible.


Obviously not all the factors involved have been taken into
account in the calculation. However, the molecular modeling
study allows visualization of hormone ± receptor binding and
appreciation of the conformational changes imposed on the
receptor protein by the 17� phenyl substituents.


Figures 3 ± 6 show estradiol, 17�-phenylestradiol (21), 17�-
tolylestradiol (18), and 17�-4�-iodophenylestradiol (14) as space-
filling models in the estrogen receptor � site (rod model) using
the structure obtained for estradiol as a basis.[27]


Figure 3. Estradiol as a space-filling model in the estrogen receptor � site (rod
model) using the structure previously described for the agonist binding site as a
basis.[27]


Figure 4. 17�-Phenylestradiol as a space-filling model in the estrogen receptor �
site (rod model) using the structure previously described for the agonist binding
site as a basis.[27]


Figure 5. 17�-Tolylestradiol as a space-filling model in the estrogen receptor �
site (rod model) using the structure previously described for the agonist binding
site as a basis.[27]
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Figure 6. 17�-4�-Iodophenylestradiol as a space-filling model in the estrogen
receptor � site (rod model) using the structure previously described for the agonist
binding site as a basis.[27]


Figure 3 is used as the reference. Here we see binding of the
phenol group of the estradiol with Glu353 and Arg394, and
binding of the 17� hydroxy group with His524. Figure 3 is
oriented so that the absence of a clear lipophilic pocket on the
17� side of the estradiol is evident. But this part of the receptor is
known to be flexible.[28] Figure 3 shows how a 17� phenyl
substituent enters the pocket created by the separation of the
two methionines Met421 and Met343. Figures 5 and 6 give more
specific views showing the accommodation of the two fairly
bulky additional lipophilic methyl and iodo substituents, re-
spectively, by adjustment of the methionine residues. This view
would no doubt have been even more precise if other
neighboring residues had been freed, but this was beyond our
calculation limit. Even at the current level of accuracy, however, it
permits rationalization of the results obtained.


The flexible and lipophilic nature of the phenyl pocket
provides a good explanation for the global variation of the
RBA values depending on the level of lipophilicity of the phenyl
substituents. The results as a whole are in agreement with this
analysis.


Conclusions


This work shows the viability of preparing estradiol derivatives
substituted in position 17� by various functionalized aromatics.
This is made possible by efficient activation methods for the
addition of phenyllithiums by the use of BF3 ¥ OEt2 or TMEDA. The
reaction occurs in a stereospecific manner, as a result of the
control of the angular methyl group in position 13�, and in good
to very good yields (57 ± 80%). The functions attached to the
arene in this way include �N(CH3)2, �NH2, �N�N�NEt2, and I
moieties. The possibility of easily attaching an iodo substituent
at the end of the phenyl spacer opens a route to novel
pharmaceuticals with applications in imaging, for example, with
isotopes 125I (� emitter) or 123I (usable for SPECT imaging).[2] This
goal is all the more realistic, since the 17�-phenylsteroids show
very satisfactory recognition for ER� (RBA around 23%). This
does not represent an upper limit, since it is easy to increase this
value when necessary by the addition of another well-chosen
substituent (CH2Cl, Et) at position 11�.[7]


Studies of the proliferative/antiproliferative effects of these
new compounds on hormone-dependent breast cancer cell lines
(MCF7 type) show that all the compounds prepared have a
marked estrogenic effect comparable to that provided by
estradiol. This effect is a little more marked with aryltriazene
and 4�-iodophenyl substituents.


Molecular modeling studies, based on structures of the ligand
binding domain (LBD) of ER� bound to estradiol, provide a
molecular view of the binding factors. The presence of a
substituted arene at the 17� position generates a lipophilic
pocket around His524, Met343, and Met421. This pocket
accommodates the arene well, even when the latter is sub-
stituted by a bulky iodine in the 4� position. This local conforma-
tional change, unlike the situation with positions 11� and 7� of
estradiol, preserves the agonist properties of the estradiol. This
ability to modify the estradiol will be valuable for future
applications directed towards retaining agonist effects, espe-
cially as potential applications for the chemistry of arenes are
many and varied, extending well beyond those explored here.


Experimental Section


CAUTION : Some triazene derivatives are reported to have potent
carcinogenic activity.


Chemistry :


General : Solvents were purified by conventional distillation techni-
ques under argon. Anhydrous TMEDA was used as acquired from
Aldrich. tert-Butyllithium was purchased from Aldrich as a 1.7M


solution in pentane. Other reagents were used as received, unless
otherwise noted. Glassware for moisture-sensitive reactions was
flame-dried and cooled under vacuum, and reactions were carried
out under argon. Analytical thin-layer chromatography (TLC) was
performed by using silica gel 60 GF254 and alumina N0.2 mm plates
with F-254 indicator (Macherey ±Nagel). Visualization was achieved
either with a solution of p-anisaldehyde in methanol, 50% sulfuric
acid solution, or by UV illumination. Flash chromatography was
performed following the method of Still[30] on silica gel (Merck
Gerudan SI, 40 ± 63 �m). Melting points were determined on either a
Kofler apparatus or a Mettler FP61 apparatus and are uncorrected.
Nuclear magnetic resonance spectra were obtained on a Bruker
AC 200 spectrometer; the solvent was used as an internal standard.
EI and DCI mass spectra were obtained on a NERMAG R1010C
spectrometer. Elemental analyses were performed by the Micro-
analytical Service Laboratory at the Universite¬ Pierre et Marie Curie
(Paris, France). Unless otherwise stated, a general procedure for
product isolation was used as follows: The reaction mixture was
quenched with water (or aqueous acids or bases as specified) and
extracted three times with dichloromethane (or specified solvents).
The organic solution was then washed with saturated aqueous
NaHCO3, brine (or water), dried over MgSO4, and the solvents were
evaporated in vacuo. The starting materials, 4- or 3-bromophenyl-
triazenes, were prepared according to the published method.[31] The
solubility of some estradiols was too weak to allow the acquisition of
13C NMR spectra. For molecular modeling calculations, we used Mac
Spartan Pro software (Wavefunction Society, 18401 Von Karman
Avenue, Irvine CA92612, USA).


Method A: General procedure for activation with TMEDA or BF3 ¥
OEt2 in THF : The substituted aryl bromide (10 mmol) was dissolved
under argon in anhydrous THF (85 mL) and cooled to �90 �C in an







G. Jaouen et al.


500 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 494 ±503


acetone/N2 bath. tert-Butyllithium (10 mmol) was added dropwise
while the temperature was maintained under �85 �C, and the
resulting mixture was stirred for 3.5 h. TMEDA (30 mmol) or BF3 ¥ OEt2
(10 mmol) was then added slowly followed by stirring for 5 min. The
protected estrones 1 ±3 (3.3 mmol) in THF (85 mL) were added
portionwise over 20 min at below �85 �C and the reaction mixture
was stirred for an additional 90 min, quenched with water (20 mL)
and the THF was evaporated. The product was then extracted with
dichloromethane and washed with water, dried over MgSO4, and
concentrated to give the crude product. Chromatography over silica
gel or neutral alumina gave pure product.


Method B: General procedure for condensation with BF3 ¥ OEt2 in
toluene/ether : The aryllithium (8.8 mmol) in ether (8.5 mL) was
cooled to �90 �C in an acetone/N2 bath. BF3 ¥ OEt2 (8.8 mmol) was
added slowly followed by stirring for 5 min. The protected steroid 1
or 2 (2.8 mmol) in toluene (10 mL) was added portionwise over
20 min while the temperature was maintained between �80 �C and
�85 �C. The reaction mixture was stirred for an additional 90 min,
quenched with water (20 mL), and the solvents were evaporated. The
product was extracted with dichloromethane and washed with
water, dried over MgSO4, and concentrated to give the crude
product. Chromatography on silica gel or neutral alumina gave pure
product.


Method C : General procedure for Sandmeyer-type reactions : NaI
(190 mg, 1.26 mmol) and TMSCl (0.08 mL, 0.63 mmol) were dissolved
in acetonitrile (1.5 mL) and stirred under argon at 40 �C for 15 min.
The reaction medium was allowed to return to room temperature
before a suspension of steroids 7, 10, or 13 (0.28 mmol) in acetonitrile
(9 mL) was added at once. The reaction mixture was stirred for an
additional 17 h at room temperature and then hydrolyzed with
saturated NaHCO3 (10 mL). The acetonitrile was evaporated and the
crude product was extracted with ethyl acetate, washed with water,
dried over MgSO4, and concentrated to give the crude product. Flash
chromatography gave pure product.


3-Benzyloxyestra-1,3,5(10)-trien-17-one (1): A solution of estrone
(4.48 g, 16.5 mmol) and potassium hydroxide (1.46 g, 26 mmol) in
dioxane/water (83 mL, 90:10) was stirred at room temperature for
15 min until the potassium hydroxide was dissolved. Benzyl bromide
(1.98 mL, 16.6 mmol) was then added, the reaction mixture was
stirred at room temperature for 24 h, and the solvent was
evaporated. The residues were dissolved in dichloromethane,
washed with water, dried over MgSO4, and the solvent was
evaporated. The crude solid was crystallized from ether to give 1
as a white solid (4.45 g, 75%). Melting point (found: 132 �C; lit. : 132 ±
134 �C) and other analyses were consistent with the literature.[32]


3-(Tetrahydropyran-2-yloxy)estra-1,3,5(10)-trien-17-one (2): Es-
trone (4 g, 14.8 mmol), 3,4-dihydropyran (4.6 mL, 76 mmol), p-
toluenesulfonic acid (34 mg, 176 mmol), and dichloromethane
(20 mL) were all mixed together and then warmed until a solution
was obtained. The reaction mixture was then allowed to stand at
room temperature for 1 h. Pyridine (1 mL) was added, the solution
shaken with water (130 mL) containing NaHCO3 (1.2 g), and the
dichloromethane extract was washed and dried. After evaporation,
the crude solid was recrystallized from methanol to give 2 as a white
solid (4.20 g, 80%). Melting point (found: 144 �C; lit. : 135 ± 147 �C)
and other analyses were consistent with the literature.[33]


3-(tert-Butyldimethylsilanyloxy)estra-1,3,5(10)-trien-17-one (3): A
suspension of estrone (1 g, 3,68 mmol) and imidazole (1.46 g,
26 mmol) in DMF (6 mL) was stirred at room temperature and a 1M


solution of TBDMSCl in THF (4 mL) was added dropwise. The mixture
was stirred for 15 min and THF (6 mL) was added to dissolve the
precipitate. The reaction mediumwas stirred for an additional 45 min


at room temperature and dichloromethane (75 mL) was added. The
resulting solution was washed with water, dried over MgSO4, and the
solvent was evaporated. Column chromatography on silica gel
(dichloromethane) gave 3 (920 mg, 65%). Melting point (found:
174 �C; lit. : 172 ± 174 �C) and other analyses were consistent with the
literature.[34]


3-Benzyloxy-17�-(4�-methylphenyl)estra-1,3,5(10)-trien-17�-ol
(5): Compound 5 was prepared according to general procedures A
and B, and the best result was obtained with the latter. Tolyllithium
was prepared in ether from bromotoluene (1.51 g, 8.8 mmol) stirred
with lithium (122 mg, 17.6 mmol) for 3 h. The crude product was
crystallized in ether to give 5 as white solid in 80% yield. M.p. 179 �C;
1H NMR (CDCl3): ��1.09 (s, 3H, 18-CH3), 2.37 (s, 3H, CH3Ph), 5.01 (s,
2H, CH2Ph), 6.72 (m, 2H, 2-H and 4-H), 7.08 (d, 1H, J� 8.36 Hz, 1-H),
7.16 (d, 2H, J�7.88 Hz, 3�-H and 5�-H), 7.28 ± 7.45 (m, 5H), 7.39 ppm (d,
2H, J� 7.88 Hz); 13C NMR (CDCl3): �� 14.70, 20.93, 24.03, 26.24, 27.35,
29.78, 33.54, 38.59, 39.45, 43.25, 46.82, 58.06, 69.90, 85.81, 112.12,
114.70, 126.17, 127.24, 127.39, 127.77, 128.00, 128.47, 132.99, 136.37,
137.31, 137.89, 142.95, 156.61 ppm; MS (DCI, NH3): m/z (%): 470 (10)
[M�NH4]� , 452 (12) [M�NH4�H2O]� , 435 (100) [M�H�H2O]� ;
elemental analysis calcd (%) for C32H36O2 ¥ 0.5H2O: C 83.26, H 8.08;
found: C 83.73, H 8.00.


3-Benzyloxy-17�-(4�-methoxyphenyl)estra-1,3,5(10)-trien-17�-ol
(6): Compound 6 was prepared according to general procedure B.
Anisyllithium was prepared in ether from 4-iodoanisole (2.05 g,
8.8 mmol) stirred at �65 �C with butyllithium (8.8 mmol) for 2 h. The
crude product was recrystallized in methanol followed by crystal-
lization in ether to give 6 as white solid in 77% yield. M.p. 188 �C;
1H NMR (CDCl3): �� 1.08 (s, 3H, 18-CH3), 3.83 (s, 3H, CH3OPh), 5.02 (s,
2H, CH2Ph), 6.72 (m, 2H, 2-H and 4-H), 6.89 (d, 1H, J�8.83 Hz, 3�-H
and 5�-H), 7.09 (d, 2H, J� 8.31 Hz, 1-H), 7.33 ppm (d, 2H, J� 8.83 Hz,
2�-H and 6�-H); 13C NMR (CDCl3): �� 14.62, 23.91, 26.18, 27.30, 29.72,
33.44, 39.40, 43.23, 46.80, 48.00, 55.13, 69.84, 85.58, 112.07, 112.54,
126.12, 127.33, 127.71, 128.40, 137.82 ppm; MS (DCI, NH3): m/z (%):
468 (10) [M�NH4�H2O]� , 451 (100) [M�H�H2O]� ; elemental
analysis calcd (%) for C32H36O3: C 82.01, H 7.74; found: C 81.83, H 7.70.


3-Benzyloxy-17�-[4�-(pyrrolidin-1-ylazo)phenyl]estra-1,3,5(10)-tri-
en-17�-ol (7): Compound 7 was prepared from compound 1
according to general procedure A with TMEDA. Chromatography
on neutral alumina with dichloromethane as eluent gave product 7
as a white solid in 60% yield. M.p. 134 �C; 1H NMR (CDCl3): �� 1.08 (s,
3H, 18-CH3), 2.00 (m, 4H, pyrrolidine CH2CH2), 3.80 (br s, 4H, CH2N),
5.02 (s, 2H, CH2Ph), 6.72 (m, 2H, 2-H and 4-H), 7.06 (d, 1H, J� 8.22 Hz,
1-H), 7.40 ppm (m, 9H, Harom); 13C NMR (CDCl3): ��14.66, 23.73,
24.01, 26.22, 27.33, 29.74, 33.45, 38.41, 39.42, 43.21, 46.94, 47.96,
69.85, 85.80, 112.07, 114.65, 119.07, 126.16, 127.35, 127.82, 128.43,
133.02, 137.20, 137.85, 142.58, 150.16, 156.56 ppm; MS (DCI, NH3):m/z
(%): 536 (100) [M�H]� ; elemental analysis calcd (%) for C35H41N3O2 ¥
0.5H2O: C 77.17, H 7.77, N 7.71; found: C 77.38, H 7.81, N 7.61.


3-(Tetrahydropyran-2-yloxy)-17�-(4�-methylphenyl)estra-
1,3,5(10)-trien-17�-ol (8): Compound 8 was prepared according to
general procedure A with TMEDA or BF3 ¥ OEt2. Chromatography on
neutral alumina with dichloromethane as eluent followed by
crystallization in ether gave 8 as a white solid in 77% yield. 1H NMR
(CDCl3): �� 1.08 (s, 3H, 18-CH3), 2.37 (s, 3H, CH3Ph), 3.49 ± 4.05 (m,
4H), 5.35 (m, 1H, OCHO), 6.79 (m, 2H, 2-H and 4-H), 7.07 (d, 1H, J�
7.86 Hz, 1-H), 7.16 (d, 2H, J�8.36 Hz, 3�-H and 5�-H), 7.30 ppm (d, 2H,
J�8.36 Hz, 2�-H and 6�-H); 13C NMR (CDCl3): ��13.76, 14.66, 18.69,
20.90, 21.49, 23.97, 25.18, 25.77, 26.13, 26.46, 27.31, 29.53, 29.69, 30.32,
31.49, 33.48, 35.79, 38.21, 38.53, 39.33, 43.23, 46.75, 47.99, 50.33,
85.75, 96.24, 113.75, 113.98, 116.22, 116.38, 126.04, 127.20, 127.95,
132.88, 133.59, 136.31, 137.73, 142.91, 154.71 ppm; MS (DCI, NH3):
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m/z (%): 464 (5) [M�NH4]� , 447 (5) [M�H]� , 429 (10) [M�H�H2O]� ;
elemental analysis calcd (%) for C30H38O3 ¥ H2O: C 77.55, H 8.68; found:
C 77.86, H 8.60.


3-(Tetrahydropyran-2-yloxy)-17�-[4�-(pyrrolidin-1-y1azo)phenyl]-
estra-1,3,5(10)-trien-17�-ol (9): Compound 9 was prepared from
estrone 2 according to general procedure A with TMEDA. Chroma-
tography on neutral alumina with dichloromethane as eluent gave
compound 9 as a white solid in 57% yield. M.p. 118 �C; 1H NMR
(CDCl3): �� 1.08 (s, 3H, 18-CH3), 2.03 (m, 4H, pyrrolidine CH2CH2),
3.80 (br s, 4H, CH2N), 3.45 ± 4.05 (m, 4H), 5.37 (s, 1H, OCHO), 6.79 (m,
2H, 2-H and 4-H), 7.08 (d, 1H, J� 8.30 Hz, 1-H), 7.38 ppm (s, 4H,
Harom); 13C NMR (CDCl3): �� 14.64, 18.69, 23.72, 23.99. 25.18, 26.15,
27.32, 29.68, 30.33, 38.40, 39.35, 43.23, 46.92, 47.96, 61.83, 65.79,
95.26, 113.75, 116.25, 119.04, 126.04, 127.81, 133.68, 137.73, 142.58,
150.13, 154.72 ppm; MS (DCI, NH3): m/z (%): 530 (100) [M�H]� ;
elemental analysis calcd (%) for C33H43N3O3 ¥ 0.5H2O; C 73.57, H 8.23, N
7.80; found: C 73.85, H 8.48, N 7.61.


3-(Tetrahydropyran-2-yloxy)-17�-(4�-methoxyphenyl)estra-
1,3,5(10)-trien-17�-ol (10): Compound 10 was prepared from
4-bromoanisole according to general procedure A, with TMEDA or
BF3 ¥ OEt2. Chromatography on silica gel with toluene/ethyl acetate
(9:1) gave 10 as a white solid in 62% yield. 1H NMR (CDCl3): �� 1.08
(s, 3H, 18-CH3), 3.83 (s, 3H, CH3OPh), 3.50 ± 4.95 (m, 4H), 5.37 (m, 1H,
OCHO), 6.79 (m, 2H, 2-H and 4-H), 6.89 (d, 2H, J�8.83 Hz, 3�-H and 5�-
H), 7.08 (d, 1H, J� 8.13 Hz, 1-H), 7.33 ppm (d, 2H, J� 8.86 Hz, 2�-H and
6�-H); 13C NMR (CDCl3): ��14.62, 18.69, 25.16, 26.13, 30.33, 33.44,
38.56, 39.34, 43.27, 46.78, 48.01, 55.12, 61.85, 85.59, 112.54, 126.03,
128.38, 137.95, 154.75 ppm; MS (DCI, NH3): m/z (%): 445 (15) [M�H�
H2O]� ; elemental analysis calcd (%) for C30H38O4: C 77.89, H 8.28;
found: C 77.70, H 8.40.


3-(Tetrahydropyran-2-yloxy)-17�-[4�-(N,N-dimethyl)phenyl]estra-
1,3,5(10)-trien-17�-ol (11): Compound 11 was prepared from
4-bromo-N,N-dimethylaniline and estrone 2 according to general
procedure A with TMEDA. Chromatography on neutral alumina with
dichloromethane as eluent followed by crystallization in ether gave
11 as a white solid in 58% yield. M.p. 208 �C; 1H NMR (CDCl3) 1.07 (s,
3H, 18-CH3), 2.97 (m, 6H, CH3NCH3), 3.55 ± 3.63 (m, 2H), 3.85 ± 3.95
(m, 2H), 5.37 (s, 1H, OCHO), 6.72 (d, 2H, J� 8.94 Hz, 3�-H and 5�-H),
6.80 (m, 2H, 2-H and 4-H), 7.09 (d, 1H, J� 8.26 Hz, 1-H), 7.27 (d, 2H,
J�8.94 Hz, 2�-H and 6�-H), 7.46 ppm (s, 1H); 13C NMR (CDCl3): ��
14.64, 18.70, 23.90, 25.17, 26.16, 27.29, 29.69, 30.32, 33.45, 38.37,
39.33, 40.45, 43.22, 45.69, 46.80, 48.00, 61.84, 85.51, 96.27, 111.26,
113.74, 126.03, 128.02, 133.74, 137.75, 149.28, 154.71 ppm; MS (DCI,
NH3): m/z (%): 476 (100) [M�H]� , 458 (40) [M�H�H2O]� ; elemental
analysis calcd (%) for C3H4NO3 ¥ 0.5H2O; C 76.82, H 8.73, N 2.89; found:
C 77.08, H 8.80, N 2.70.


3-(Tetrahydropyran-2-yloxy)-17�-[3�-(pyrrolidin-1-ylazo)phenyl]-
estra-1,3,5(10)-trien-17�-ol (12): Compound 12 was prepared from
estrone 2 according to general procedure A with TMEDA. Chroma-
tography on neutral alumina with dichloromethane as eluent gave
12 as a yellow solid in 58% yield. M.p. 210 �C; 1H NMR (CDCl3): ��
1.09 (s, 3H, 18-CH3), 2.03 (m, 4H, pyrrolidine CH2CH2), 3.81 (br s, 4H,
CH2N), 3.40 ± 4.00 (m, 4H), 5.36 (s, 1H, OCHO), 6.76 (m, 2H, 2-H and
4-H), 7.07 (d, 1H, J� 7.87 Hz, 1-H), 7.20 (m, 1H), 7.26 ± 7.32 (m, 4H,
Harom), 7.46 ppm (s, 1H); 13C NMR (CDCl3): �� 14.68, 18.70, 23.73,
24.03, 25.17, 26.15, 27.27, 29.69, 30.33, 33.58, 38.46, 39.37, 43.16, 46.88,
47.98, 61.84, 86.03, 96.27, 113.74, 116.37, 118.18, 120.11, 124.26,
126.04, 127.64, 133.71, 137.74, 146.75, 150.63, 154.70 ppm; MS (DCI,
NH3): m/z (%): 530 (100) [M�H]� ; elemental analysis calcd (%) for
C33H43N3O3: C 74.82, H 8.18, N 7.93; found: C 74.88, H 8.26, N 7.98.


3-(tert-Butyldimethylsilanyloxy)-17�-[4�-(3,3-diethyltriazeno)phe-
nyl]estra-1,3,5(10)-trien-17�-ol (13): Compound 13 was prepared


from estrone 3 according to general procedure A with TMEDA.
Chromatography on neutral alumina with dichloromethane as eluent
gave 13 as a yellow solid in 58% yield. 1H NMR (CDCl3) �� 0.17 (s, 6H,
Si(CH3)2), 0.96 (m, 9H, SiC(CH3)3), 1.09 (s, 3H, 18-CH3), 1.29 (t, 6H, J�
7.14 Hz, NCH2CH3), 3.79 (q, 4H, J� 7.12 Hz, CH2N), 6.57 (m, 2H, 2-H
and 4-H), 7.01 (d, 1H, J�7.87 Hz, 1-H), 7.20 (m, 1H), 7.39 ppm (m, 4H,
Harom); 13C NMR (CDCl3): �� 14.66, 18.04, 23.99, 25.59, 26.15, 27.32,
29.53, 33.46, 39.37, 43.19, 46.93, 48.00, 85.82, 116.9, 119.08, 119.69,
125.91, 127.75, 133.12, 137.65, 142.52, 153.09 ppm; MS (DCI, NH3):m/z
(%): 562 (15) [M�H]� , 183 (100); elemental analysis calcd (%) for
C34H51N3O2Si ¥ 0.33H2O; C 71.91, H 9.17, N 7.40; found: C 72.06, H 8.97,
N 7.22.


17�-(4�-Iodophenyl)estra-1,3,5(10)-trien-3,17�-diol (14): Estradiol
14 was prepared from compound 9 according to general procedur-
e C. Chromatography on silica gel with toluene/ethyl acetate (4:1) as
eluent and crystallization in ether/pentane (1:9) gave 14 as a white
solid in 90% yield (with low solubility). M.p. �300 �C; 1H NMR
([D6]DMSO): �� 0.95 (s, 3H, 18-CH3), 5.17 (s, 1H), 6.40 (m, 2H, 2-H and
4-H), 6.89 (d, 1H, J� 8.65 Hz, 1-H), 7.15 (d, 2H, J�8.40 Hz, 2�-H and 6�-
H), 7.65 ppm (d, 2H, J� 8.40 Hz, 3�-H and 5�-H); MS (EI, 70 eV):m/z (%):
474 (20) [M]� , 456 (5) [M�H2O]� , 348 (10) [M� I]� ; elemental
analysis calcd (%) for C24H27IO2 ¥ 0.5H2O: C 59.63, H 5.84; found: C
59.43, H 6.24.


17�-(3�-Iodophenyl)estra-1,3,5(10)-trien-3,17�-diol (15): Estradiol
15 was prepared from 12 according to general procedure C.
Chromatography on silica gel with cyclohexane/ethyl acetate (4:1)
as eluent and crystallization in chloroform/pentane (1:9) gave 15 in
80% yield. M.p. �300 �C; 1H NMR (CDCl3, 400 MHz): 1.07 (s, 3H, 18-
CH3), 4.89 (s, 1H), 6.52 ± 6.58 (m, 2H, 2-H and 4-H), 7.02 (d, 1H, J�
8.29 Hz, 1-H), 7.08 (t, 1H, J� 7.83 Hz, 5�-H), 7.33 (d, 1H, J� 7.83 Hz, 6�-
H), 7.60 (d, 1H, J�10.36 Hz, 4�-H), 7.80 ppm (s, 1H, 2�-H); MS (EI,
70 eV): m/z (%): 457 [M�H�H2O]� , 402 (10), 340 (20), 268 (65), 251
(35), 122 (75), 104 (100); elemental analysis calcd (%) for C24H27IO2 ¥
CHCl3: C 50.63, H 4.75; found: C 51.00, H 4.94.


17�-(4�-Aminophenyl)estra-1,3,5(10)-trien-3,17�-diol (16): Steroid
7 (130 mg, 0.24 mmol) was dissolved in a mixture of methanol
(10 mL) and THF (3 mL). Pd/C (130 mg, 10%) was added and the
medium was hydrogenated under atmospheric pressure for 21 h.
The solvents were filtered, evaporated, and the residues were
crystallized from a THF/pentane mixture (1:9) to give 16 as a white
solid in 67% yield (with low solubility in various solvents). M.p.
220 �C; 1H NMR (CD3OD): �� 1.05 (s, 3H 18-CH3), 6.44 (m, 2H, 2-H and
4-H), 6.70 (d, 2H, J� 8.59 Hz, 3�-H and 5�-H), 7.00 (d, 1H, J� 8.65 Hz,
1-H), 7.14 ppm (d, 2H, J� 8.59 Hz, 2�-H and 6�-H); MS (DCI, NH3): m/z
(%): 346 (100) [M�H2O�H]� ; MS (EI, 70 eV): m/z : 363 [M]� , 345 [M�
H2O]� ; elemental analysis calcd (%) for C24H29NO2 ¥ H2O: C 75.56, H
8.19, N 3.67; found: C 75.63, H 8.44, N 3.88.


17�-[4�-(3,3-Diethyltriazeno)phenyl]estra-1,3,5(10)-trien-3,17�-
diol (17): A solution of tetrabutylammonium fluoride in THF (1M,
0.18 mL) was added to a solution of steroid 13 (68 mg, 0.12 mmol) in
THF (4 mL). The reaction mixture was stirred for 4.5 h, and a saturated
solution of NaHCO3 was then added. Ether was added and the
organic layer was washed with water. The crude product was purified
by silica gel column chromatography with toluene/ethyl acetate
(4:96) as eluent and crystallized in ether/pentane (1:9) to give 17 as a
white solid (32 mg, 76%). 1H NMR (CDCl3): �� 1.08 (s, 3H, 18-CH3),
1.27 (t, 6H, J� 7.10 Hz, NCH2CH3), 3.77 (q, 4H, J�7.14 Hz, CH2N), 6.54
(m, 2H, 2-H and 4-H), 7.01 (d, 1H, J� 8.13 Hz, 1-H), 7.38 ppm (m, 4H,
Harom); MS (DCI, NH3): m/z (%): 448 (100) [M�H]� ; elemental
analysis calcd (%) for C28H37N3O2 ¥ (C2H5)2O: C 73.67, H 9.08, N 8.05;
found: C 73.70, H 8.62, N 8.40.
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17�-(4�-Methylphenyl)estra-1,3,5(10)-trien-3,17�-diol (18): Estra-
diol 18 was prepared from 8 according to general procedure C.
Chromatography on silica gel with toluene/ethyl acetate (9:1) as
eluent and crystallization from ether gave 18 as a white solid in 67%
yield. M.p. 211 �C; 1H NMR (CDCl3): �� 1.09 (s, 3H, 18-CH3), 2.36 (s,
3H, CH3Ph), 4.45 (s, 1H), 6.56 (m, 2H, 2-H and 4-H), 7.03 (d, 1H, J�
8.02 Hz, 1-H), 7.16 (d, 2H, J� 8.13 Hz, 3�-H and 5�-H), 7.30 ppm (d, 2H,
J�8.13 Hz, 2�-H and 6�-H); 13C NMR (CDCl3): ��15.18, 15.44, 20.84,
24.07, 26.30, 27.44, 29.47, 33.54, 37.92, 38.55, 38.97, 39.38, 39.80, 40.22,
40.64, 41.05, 43.42, 46.73, 47.90, 84.49, 112.90, 115.12, 126.20, 127.65,
130.68, 135.13, 137.36, 144.60, 155.14 ppm; MS (EI, 70 eV): m/z (%):
380 (5) [M�NH4]� , 362 (10) [M�NH4�H2O]� , 345 (100) [M�H�
H2O]� ; elemental analysis calcd (%) for C25H30O2: C 82.83, H 8.34;
found: C 82.51, H 8.52.


17�-(4�-Methoxyphenyl)estra-1,3,5(10)-trien-3,17�-diol (19): A
mixture of 6 and estrone 1 (155 mg), resulting from preparation of
6, was dissolved in methanol (15 mL) and THF (4.5 mL) containing
Pd/C 10% (25 mg) in suspension. The reaction mixture was stirred
under atmospheric pressure of hydrogen for 17 h. After filtration and
evaporation of the solvents, the residues were crystallized from
dichloromethane to give 19 as a white solid in 68% yield (with low
solubility in various solvents). 1H NMR ([D6]DMSO): �� 0.95 (s, 3H,
18-CH3), 3.73 (s, 3H, OCH3), 4.97 (s, 1H), 6.43 (m, 2H, 2-H and 4-H),
6.86 (d, 2H, J�8.76 Hz, 3�-H and 5�-H), 6.92 (d, 1H, J�8.42 Hz, 1-H),
7.25 ppm (d, 2H, J�8.76 Hz, 2�-H and 6�-H); MS (DCI, NH3): m/z (%):
377 (5) [M]� , 361 (100) [M�H�H2O]� ; elemental analysis calcd (%)
for C25H30O3 ¥ 0.75H2O: C 76.60, H 8.10; found: C 76.64, H 7.86.


17�-[4-(N,N-Dimethyl)phenyl]estra-1,3,5(10)-trien-3,17�-diol (20):
Compound 11 was deprotected by using the procedure described in
method C in only 1 h, followed by chromatography on silica gel with
toluene/ethyl acetate (85:15) and crystallization in toluene to give 20
in 90% yield. M.p. 191 �C; 1H NMR ([D6]DMSO): �� 0.94 (s, 3H, 18-
CH3), 2.86 (s, 6H, CH3NCH3), 4.82 (s, 1H), 6.39 (m, 2H, 2-H and 4-H),
6.66 (d, 2H, J�8.73 Hz, 3�-H and 5�-H), 6.92 (d, 1H, J�8.36 Hz, 1-H),
7.15 ppm (d, 2H, J�8.73 Hz, 2�-H and 6�-H); MS (DCI, NH3): m/z (%):
392 (100) [M�H]� , 374 (45) [M�H2O�H]� ; elemental analysis calcd
(%) for C26H33NO2 ¥ H2O: C 76.25, H 8.61, N 3.42; found: C 76.60, H 8.41,
N 3.13.


Biochemical experiments :


Materials : Dulbecco's modified eagle medium (DMEM) was pur-
chased from Gibco BRL; fetal calf serum from Dutscher, Brumath,
France; glutamine, estradiol, and protamine sulfate from Sigma.
MCF7 cells were obtained from the Human Tumor Cell Bank. Stock
solutions (1�10�3M) of the compounds to be tested were prepared
in ethanol and were kept at �20 �C in the dark; under these
conditions they are stable for at least two months. Serial dilutions in
ethanol were prepared just prior to use.


Determination of the relative binding affinity (RBA) of the
compounds for the � and � forms of the estrogen receptor : Lamb
uterine cytosol prepared as described in the literature[24] was used as
a source of ER�. ER� produced in a baculovirus-mediated expression
system was purchased from PanVera (Madison, Wisconsin, USA).
Typically 10 �L of ER� (3500 pmolmL�1) was added in a silanised flask
to 16 mL of the recommended buffer. Aliquots (200 �L) of ER� (in
glass tubes) or ER� (in propylene tubes) were incubated for 3 h at
0 �C with 2�10�9M of [6,7-3H]-estradiol (specific activity
1.96 TBqmmol�1) in the presence of the hormones to be tested in
nine different concentrations. At the end of the incubation period,
the free and bound fractions of the tracer were separated by
protamine sulfate precipitation. The percentage reduction in binding
of [3H]-estradiol (Y) was calculated by using the logit transformation
of Y (logitY� ln[Y/1�Y] ) versus the logarithm of the mass of the


competing steroid. The concentration of unlabeled steroid required
to displace 50% of the bound [3H]-estradiol was calculated for each
steroid tested, and the results expressed as RBA. The RBA value of
estradiol is by definition equal to 100%.


Culture conditions : Cells were maintained in a monolayer in DMEM
with phenol red (Gibco BRL) supplemented with 8± 9% fetal calf
serum and glutamine (2 mM) at 37 �C in a 5% CO2/air-humidified
incubator. For proliferation assays, cells were plated in 1 mL of DMEM
with phenol red, supplemented with 10% decomplemented and
hormone-depleted fetal calf serum and 2 mM glutamine and
incubated. The following day (D0), 1 mL of the same medium
containing the compounds to be tested was added to the plates
(final volumes of alcohol: 0.1%; 4 wells for each conditions, one plate
per day). After 3 days (D3) the incubation medium was removed and
fresh medium containing the compounds was added. After 6 days
(D6) the total protein content of the plate was analyzed by
methylene blue staining as follows: cell monolayers were fixed for
1 h in methanol, stained for 1 h with methylene blue (1 mgmL�1) in
phosphate-buffered saline, then washed thoroughly with water. HCl
(0.1M, 1 mL) was then added and the absorbance of each well was
measured at 620 nm with a Biorad spectrophotometer. The results
are expressed as the percentage of proteins versus the control.


We wish to thank A. Cordaville for technical assistance and B.
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Simplified Synthetic TMC-95A/B Analogues
Retain the Potency of Proteasome Inhibitory
Activity


Zhi-Qiang Yang,[a] Benjamin H. B. Kwok,[c] Songnian Lin,[a] Michael A. Koldobskiy,[c]


Craig M. Crews,[c, d, e] and Samuel J. Danishefsky*[a, b]


The proteasome regulates diverse intracellular processes, including
cell-cycle progression, antigen presentation, and inflammatory
response. Selective inhibitors of the proteasome have great
therapeutic potential for the treatment of cancer and inflammatory
disorders. Natural cyclic peptides TMC-95A and B represent a new
class of noncovalent, selective proteasome inhibitors. To explore
the structure ± activity relationship of this class of proteasome
inhibitors, a series of TMC-95A/B analogues were prepared and
analyzed. We found that the unique enamide functionality at the


C-8 position of TMC-95s can be replaced with a simple allylamide.
The asymmetric center at C-36 that distinguishes TMC-95A from
TMC-95B but which necessitates a complicated separation of the
two compounds can be eliminated. Therefore, these findings could
lead to the development of more accessible simple analogues as
potential therapeutic agents.


KEYWORDS:


inhibitors ¥ peptides ¥ proteasome ¥ synthesis ¥ structure ±
activity relationships


Introduction


In eukaryotic cells, proteins are degraded predominantly by the
ubiquitin proteasome pathway.[1, 2] The central enzyme of this
process, the 26S proteasome, is a multicatalytic protease
complex found in both the cytosol and the nucleus. In this
pathway, targeted proteins are first marked by covalent attach-
ment with a polyubiquitin chain.[3] The subsequent degradation
by the proteasome requires adenosine triphosphate (ATP)
hydrolysis, which indicates that the 26S proteasome is a
eukaryotic ATP-dependent protease.[4, 5] This enzyme consists
of a 20S proteolytic core particle and a 19S regulatory subunit at
either one or both ends.[6] The 19S complex is responsible for
binding and removal of the ubiquitin chain and unfolding and
translocation of the proteins to the 20S particle for degrada-
tion.[6] The 20S core complex is a barrel-shaped structure
composed of four stacked multiprotein rings.[7±9] Each of the
two central � rings contains three active proteolytic sites that
function together to hydrolyze the proteins into small peptides.
These active sites differ in their specificities: one cleaves
preferentially after hydrophobic residues, one after basic resi-
dues, and one after acidic residues. Accordingly, the sites are
called chymotrypsin-like (CT-L), trypsin-like (TL), and postglu-
tamyl peptide hydrolytic (PGPH) sites, respectively.[10±12] The
proteolytic sites in the 20S proteasome function by utilizing an
amino-terminal threonine of the � subunits as the catalytic
nucleophile.[6]


The proteasome is not only responsible for the removal of
damaged or misfolded proteins, but also for processing and
degrading regulatory proteins that control many diverse cellular
processes, including cell-cycle progression, apoptosis, and NF-�B
activation.[4, 13] A small fraction of the peptides generated by the
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proteasome are presented by major histocompatibility complex
class I molecules on the cell surface, and thus play a role in
immune surveillance.[14±17] Therefore, inhibitors that selectively
block proteolytic activities of the proteasome are of therapeutic
potential for the treatment of cancer, inflammatory disorders,
and immune diseases.[18±20] Many proteasome inhibitors have
been developed, such as synthetic peptide aldehydes,[1] boro-
nates,[21] or vinylsulfones,[22] as well as the natural products
lactacystin[23] and epoxomicin.[24] All of these inhibitors function
through covalent modification of the N-terminal threonine
residue of � subunits.[18, 19] Among them, PS-341,[25] a dipeptide
boronate, has entered Phase II and Phase III trials as a drug
against various cancers. Selective inhibitors of the proteasome
show great promise as novel anticancer agents since tumor cells
are more sensitive than normal cells to proteasome-inhibition-
induced apoptosis.[26±28]


TMC-95A (1) and its diastereoisomers TMC-95B ± D (2 ±4),
recently isolated as fermentation products of Apiospora mon-
tagnei,[29] represent a new class of selective proteasome
inhibitors (Scheme 1). These molecules are structurally charac-
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Scheme 1. Structures of TMC-95s.


terized as novel cyclic peptides containing L-tyrosine, L-aspar-
agine, highly oxidized L-tryptophan, (Z)-1-propenylamine (Z�
benzyloxycarbonyl), and 3-methyl-2-oxopentanoic acid moiet-
ies.[30] Biological studies[29] showed that TMC-95A inhibited the
CT-L, TL, and PGPH activities of 20S proteasome with IC50 values
(IC50� concentration required for 50% inhibition) of 5.4, 200,
and 60nM, respectively. TMC-95B inhibited these activities to the
same extent as TMC-95A, while TMC-95C and D were 20 ±
150 times weaker inhibitors. TMC-95A did not inhibit m-calpain,
cathepsin L, or trypsin at 30 �M, which suggests it has high
selectivity for the proteasome. The binding mode of these
inhibitors has been recently elucidated by X-ray crystallogra-
phy.[31] Unlike other proteasome inhibitors, TMC-95A does not
modify the N-terminal catalytic threonine residue. It binds to all
three active sites of the proteasome through characteristic
hydrogen bonds. TMC-95A also has cytotoxic activity against
human cancer cells HCT-116 and HL-60, with IC50 values of 4.4 �M


and 9.8 �M, respectively.[29]


The combination of structural novelty, potency, and the
unique inhibition mechanism of TMC-95A and B led us to
undertake a program of total synthesis directed towards this
family of metabolites. Recently, our laboratory reported the first
total synthesis of TMC-95A and B.[32] However, several structural


features of these molecules have rendered our current synthesis
impractical for producing amounts of materials appropriate for
clinical follow-up. Besides a strained 17-membered heterocycle,
whose efficient construction remains a challenge, these mole-
cules also contain a rich diversity of vulnerable functionalities,
particularly in the extended ™pyruvolyl∫-like (C-34 ± C-38) and
dihydroxyindolinone (positions 22, 23, and 6 ± 8) sections. A
notable feature of the synthesis is the installation of the cis-
enamide (C-25 ± C-29) functionality by a novel rearrangement of
�-silylallyl amide precursors (10a,b and 11a,b) at a very late
stage (Scheme 2). As a result of the presence of sensitive groups
on the molecules, multiple steps are required to execute the
transformation of protected alcohol precursor 5 into the final
targets (Scheme 2). We began to explore the structure ± activity
relationship of the proteasome inhibitors derived from TMC-95A
and B. Our goal was to develop simpler and more accessible
TMC-95A/B analogues for broad biological evaluation. We hoped
to accomplish this by modification of the protocols used in the
total synthesis such as to bypass the most difficult transforma-
tions. Clearly, the question was whether biological function
would be retained by such congeners. If so, valuable protea-
some-directed agents might become much more accessible. For
instance, we hoped that function could be maintained even with
modification of the enamide function at C-8 and the ketoamide
section at C-36. A series of analogues was indeed obtained and
their inhibition against proteolytic activities of the 20S protea-
some was evaluated. We found that some of the simplified
analogues retained potent proteasome inhibitory activity.


Results


Design of TMC-95A/B analogues


The four TMC-95s are diastereoisomers with asymmetric centers
at C-7 and C-36. TMC-95A and B differ only in the configuration
of the methyl group at the C-36 position, but share identical
biological activities.[29] This finding suggested to us that the C-36
asymmetric center might have little effect on activity. In contrast,
the stereochemistry of the hydroxy group at the C-7 position can
influence the activity by up to two orders of magnitude.[29]


Recently, it was found that a simplified analogue lacking this
hydroxy group is 150 times less potent against CT-L activity of
the proteasome than the unmodified molecule.[33] The crystal
structure of the 20S proteasome ± TMC-95A complex anticipated
these in vitro findings and provided the structural basis for this
new class of noncovalent, reversible inhibitors.[31] The structure
suggests that the cis-propylene group and the side chain of the
asparagine residue, which interact with the S1 and S3 pockets of
the proteasome, respectively, provide most of the specific
interactions. In addition, the rigid biaryl-linked heterocyclic
conformation of TMC-95s appears suitable for optimal binding
to the proteasome for entropic reasons. TMC-95A and B block all
three active sites but show only moderate selectivity for CT-L
activity.[29] These results suggested to us that it might be possible
to design potent and subunit-selective inhibitors through
optimization of the two groups that bind the S1 and S3 pockets.
Since the installation of the enamide group from an alcohol
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precursor involves multiple steps with low yields, we first chose
to modify this position. The allylamide derivatives (12 and 13,
respectively, Scheme 3) are two analogues that are closely
related to TMC-95A and B, but are considerably more accessible.
Initially, the two compounds were generated from the side-
products of the enamide formation reaction. However, these
compounds can be synthesized by directly coupling carboxylic
acids 7a,b and 8a,b with allylamine, followed by deprotection.
The syntheses of these compounds are much more straightfor-
ward than those of the parent compounds TMC-95A and B.


In a similar vein, the C-36 asymmetric center on the ketoamide
side chain contributes little to potency but necessitates the
problematic separation of TMC-95A and B. Therefore, we chose
to eliminate this source of stereogenicity. Accordingly, two
analogues (14 and 16, Scheme 3), each bearing a symmetric
ketoamide side chain, were prepared. The corresponding
allylamide derivatives (15 and 17, Scheme 3) were also generated
for evaluation. To further explore the optimal binding groups for
the proteasomal S1 pocket, compound 18 (Scheme 3), which has
a more flexible propyl group instead of cis-propylene at the C-8
position, was synthesized. If this compound were found to be
active, we anticipated that an alternative, far more direct and


concise route to the target system could
be developed. In this way, a simpler
amide side chain at C-8 would be
installed at an early stage of the syn-
thesis.


We also prepared analogues 19 ±21,
each of which has an alcohol side chain
in place of an enamide (Scheme 3).
These compounds were designed to
markedly reduce the complexity of the
synthesis. Specifically, compounds 19
and 20 were generated from a C-11
nitrile analogue of 5, which is produced
as a result of dehydration of the aspar-
agine side chain. Removal of the silyl
group of 6 afforded compound 21. Both
19 and 21 contain a benzylcarbamate
protecting group at the C-14 position.
Compound 19 contains a benzyl-pro-
tected tyrosine hydroxy group at the
C-19 position, while triol 21 has a smaller
methyl group at that position. The
tyrosine residue of TMC-95s fills the S4
pocket of the proteasome and forms
nonpolar interactions with the active
sites.[31]


Proteasome inhibition studies


To establish a preliminary structure ± ac-
tivity relationship (SAR) profile of TMC-
95A and B, we evaluated the biological
activities of our synthetic analogues on
purified bovine erythrocyte proteasome.
We assessed the rates of proteolytic


inactivation achieved by the compounds that fit the profile of
slow-binding inhibitors. For these inhibitors, the rates of
inhibition, kassociation (kobs/[I] ; kobs� apparent rate constant for a
time-dependent inhibition, [I]� inhibitor concentration) were
determined by using fluorogenic peptide substrates and a range
of inhibitor concentrations (Table 1). We also determined the
inhibition constants (Kiapp values) for all the TMC-95 compounds
(Table 2) to compare their relative potency. Compounds 12 and
13, allylamide derivatives of TMC-95A or B, retained full activity
and were found to inhibit all proteolytic activities of the
proteasome. Compounds 14 and 16, both containing a non-
stereogenic ketoamide side chain at C-14, also exhibit the same
potency as the natural products. As expected, compounds 15
and 17, the allylamide analogues of 14 and 16, retain potent
proteasome inhibitory activity. However, compound 18, gener-
ated by modification of the enamide group of 16 with a
propylamide, was found to be ten times less active than 16.
Interestingly, all of the enamide-containing compounds tested
(1, 2, 14, and 16) behave as slow-binding inhibitors for both CT-L
and PGPH activities. These compounds inhibit the chymotrypsin-
like activity of the 20S proteasome most potently with kassociation


values of 190000 ± 720000 M�1 s�1. These rates of inactivation are
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4- to 15-fold faster than that of epoxomicin and slightly faster
than the rate achieved by the corresponding reversible inhibitor,
epoxomicin aldehyde. However, unlike epoxomicin derivatives,
none of the inhibitors derived from TMC-95s display slow-
binding inhibition against trypsin-like activity.


Triols 19 and 21, which lack a substituted amide group at the
C-8 position, were found to be much less active than the
compounds discussed above. The CT-L inhibitory activity of each
compound drops more than 1000-fold from those of the natural
products. Tetraol 20 is completely inactive. Triol 19, which
contains a benzyl-substituted tyrosine moiety, was found to be
three times more active than 21, which has a smaller methyl-
protected tyrosine unit.


Discussion


Current SAR studies suggest that some of the structural
elements of TMC-95A and B can be modified to simplify the
chemical synthesis but yet retain potent biological activity. The
asymmetric center on the ketoamide side chain proves to have


little effect on proteasome inhibition and can
therefore be eliminated to avoid the problematic
separation of diastereoisomers. The results ob-
tained from modifications on the cis-enamide side
chain, however, are more intriguing. The enamide
group can be exchanged with an allylamide with-
out affecting all of the proteasome activities.
However, when this group was replaced by a more
flexible propylamide, a more than tenfold decrease
of all three activities was observed. These findings
show that the rigid cis-propenyl group can be
replaced with a more flexible allyl group without
affecting the binding interaction of inhibitors to the
proteasome. Reduction of the enamide to a simple
alcohol was shown to abolish most of the activities.
This result may be explained by the fact that lack of
an amide group at that position leads to loss of the
favorable hydrogen bond and hydrophobic con-
tacts to the proteasome. Similarly, it has previously
been reported that a simple analogue of TMC-95A
is 160 times less potent against CT-L activity than
TMC-95A, likely as a result of the lack of both the
6,7-dihydroxy groups in the analogue and the
exchange of the cis-propenylamide with a propy-
lamide.[33] These results demonstrate the power of
chemical synthesis to identify simpler effective
proteasome inhibitors derived from natural prod-
ucts. Interestingly, the enamide group appears to
be important for slow-binding-inhibitor kinetics.


Given the wide range of cellular processes
regulated by the proteasome, controllable and
partial blockade of the proteasome functions
would be therapeutically beneficial. Reversible
and time-limited inhibition of the proteasome can
be achieved by using noncovalent inhibitors such
as TMC-95s and their synthetic analogues descri-


bed in this report. Partial inhibition of protein breakdown can be
accomplished through rational design of inhibitors that selec-
tively target only one catalytic subunit. All of the proteasome
inhibitors currently under clinical investigation are potent
inhibitors that act preferentially against CT-L activity. The highly
potent TMC-95A and B provide a new lead structure for
designing CT-L-activity-selective inhibitors. Numerous studies
on proteasomal substrate specificity have been carried out with
peptide-based covalent inhibitors.[34±40] These studies highlight
the importance of non-P1 interaction in defining and tuning
substrate specificity. X-ray crystallography has proven very useful
in the determination of the factors dictating the substrate
specificity of the proteasome. Crystal structures of the 20S
proteasome bound to several different inhibitors have been
reported. These inhibitors include peptide aldehyde,[8] lactacys-
tin,[8] epoxomicin,[41] and peptide vinyl sulfones,[42] as well as
TMC-95A.[31] Analysis of the TMC-95A structure overlaid with a
vinyl sulfone[42] or epoxomicin[31] shows remarkable overlap on
both the backbone amides and the P1 and P3 residues. These
findings establish the possibility of designing subunit-specific
proteasome inhibitors by modification of these two residues of
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TMC-95A and B. Current investigations clearly indicate that
significant changes of potency can be achieved by modification
of the P1 cis-propenyl group.


Experimental Section


Synthesis of TMC-95A and B analogues : All analogues were
synthesized by procedures modified from those previously report-
ed.[32] The full synthesis will be reported elsewhere. Selected physical
data for compound 17: 1H NMR (400 MHz, [D6]acetone): �� 8.47 (d,
1H, J�8.31 Hz; NH-12), 8.22 (s, 1H; OH-19), 8.18 (s, 1H; NH-22), 7.72
(br s, 1H; NH-26), 7.58 (d, 1H, J� 9.78 Hz; NH-9), 7.51 (d, 1H, J�
7.43 Hz; H-4), 7.43 (d, 1H, J�2.01 Hz; H-24), 7.33 (dd, 1H, J� 8.85,
1.02 Hz; H-2), 7.32 (d, 1H, J�6.20 Hz; NH-33), 7.15 (s, 1H; NH-32), 7.00
(dd, 1H, J� 7.68, 7.59 Hz; H-3), 6.87 (d, 1H, J� 8.16 Hz; H-18), 6.80
(dd, 1H, J� 8.15, 2.16 Hz; H-17), 6.46 (s, 1H; NH-32), 5.85 ± 5.75 (m,


1H; H-28), 5.67 (s, 1H; OH-6),
5.25 (s, 1H; OH-7), 5.15 (dq, 1H,
J�17.24, 1.70 Hz; H-29), 4.99 (dq,
1H, J� 10.44, 1.62 Hz; H-29),
4.97 ± 4.90 (m, 2H; H-14, H-11),
4.43 (dd, 1H, J�10.42, 3.07 Hz;
H-7), 4.09 (t, J� 10.13 Hz; H-8),
3.81 ± 3.77 (m, 2H; H-27), 3.54 (m,
1H, J� 6.95 Hz; H-36), 3.22 (dd,
1H, J� 13.91, 2.35 Hz; H-15), 3.08
(dd, 1H, J� 13.89, 4.85 Hz; H-15),
1.14 (d, 3H, J� 6.98 Hz; CH3), 1.08
(d, 3H, J� 6.96 Hz; CH3) ppm;
13C NMR (125 MHz, [D6]acetone):
�� 202.7, 179.0, 172.5, 172.0,
171.7, 171.5, 160.2, 154.5, 142.0,
135.9, 134.8, 132.4, 131.6, 127.4,
126.7, 124.8, 122.2, 116.8, 115.9,
79.4, 77.8, 55.3, 53.9, 53.7, 51.6,
42.5, 38.6, 38.0, 35.2, 18.4,
18.2 ppm; ESI MS: m/z calcd for
C32H36N6NaO10: 687.3 [M�Na]� ;
found: 687.2.


Proteasome inhibition assays :
Values of kassociation were deter-
mined as previously described.[43]


Inhibitors were mixed with a
fluorogenic peptide substrate
and assay buffer (20 mM tris(hy-
droxymethyl)aminomethane
(pH 8.0), 0.5 mM ethylenediami-
netetraacetate, and 0.035% so-
dium dodecylsulfate (SDS)) in a
96-well plate (SDS was omitted
in assays for trypsin-like activity).
The chymotrypsin-like, trypsin-
like, and PGPH catalytic activities
were assayed by using the fluo-
rogenic peptide substrates
Suc�Leu�Leu�Val�Tyr�AMC,
Boc-�Leu�Leu�Arg�AMC, and
Z�Leu�Leu�Glu�AMC (5 �M;
AMC�7-amino-4-methylcou-
marin), respectively. Hydrolysis
was initiated by the addition of


purified bovine erythrocyte 20S proteasome, and the reaction was
followed by observation of fluorescence (360 nm excitation/460 nm
detection) with a fluorescence plate reader (Wallac Victor fluores-
cence plate reader, Perkin ± Elmer Life Sciences Inc. , Boston MA).
Reactions were allowed to proceed for 45 min, and data were
collected every 10 s. Fluorescence was quantified as arbitrary units
and progression curves were plotted for each reaction as a function
of time. Values of kassociation (�kobserved/[I] ) were obtained with the
Kaleidograph program by using a nonlinear least-squares fit of the
data to the Equation (1):


fluorescence � vst � [(vo� vs)/kobserved)] [1�exp(�kobservedt)](1)


where v0 and vs are the initial and final velocities, respectively, and
kobserved is the apparent rate constant for a time-dependent
inhibition.[44] The range of inhibitor concentrations tested was
chosen so that several half-lives could be observed during the


Table 1. Rates of inhibition of proteasome catalytic activities by slow-binding inhibitors.[a]


kassociation� kobserved/[I] [M�1 s�1]
Chymotrypsin-like activity PGPH activity Trypsin-like activity


TMC-95A (1) 720000� 75000 71000�23000 N/A[b]


(4 ± 8 nM) (50 ± 200 nM)
TMC-95B (2) 540000� 80000 44000�12000 N/A


(6 ± 10 nM) (100 ± 250 nM)
14 190000� 50000 15000�2000 N/A


(30 ± 50 nM) (100 ± 250 nM)
16 520000� 120000 96000�12000 N/A


(4 ± 10 nM) (40 ± 100 nM)
17 370000� 60000 79000�16000 N/A


(4 ± 10 nM) (50 ± 150 nM)
Epoxomicin 49000�6000 110� 20 370� 90


(40 ± 100 nM) (10 ± 25 �M) (1.3 ± 10 �M)
Epoxomicin aldehyde 170000� 17000 3100�1500 1100� 150


(10 ± 25 nM) (4 ± 10 �M) (1.3 ± 5 �M)


[a] The rates of inhibition (kassociation) of both CT-L and PGPH activities were determined for TMC-95A and B and their
slow-binding analogues. The rates of inhibition of all three major proteasome catalytic activities were determined for
epoxomicin and epoxomicin aldehyde for comparison. A range of concentrations (given in parenthesis) was used to
determine the kassociation for inhibition of individual enzymatic activities. [b] N/A�not applicable.


Table 2. Concentrations required for inhibition of catalytic activities of the proteasome by synthetic inhibitors.[a]


Kiapp� [I]/((vo/vs)� 1)[b]


Chymotrypsin-like activity PGPH activity Trypsin-like activity


TMC-95A 1.1�0.1 nM 29� 4 nM 0.81�0.12 �M


TMC-95B 1.7�0.1 nM 23� 3 nM 1.1�0.1 �M


12 5.7�0.8 nM 150� 20 nM 9.7�3.5 �M


13 6.2�0.4 nM 130� 20 nM 9.7�2.4 �M


14 4.9�0.4 nM 63� 2 nM 2.6�0.2 �M


15 5.3�0.5 nM 87� 12 nM 5.1�0.5 �M


16 1.4�0.1 nM 11� 1 nM 0.93�0.11 �M


17 1.9�0.2 nM 23� 6 nM 1.2�0.3 �M


18 24� 2 nM 110�20 nM 13� 2 �M


19 7.0�5.0 �M 5.3� 0.6 �M 49� 34 �M


20 � 100 �M � 100 �M � 100 �M


21 22� 10 �M 65� 25 �M � 100 �M


Epoxomicin aldehyde 7.0�0.6 nM 2.6� 0.1 �M 0.35�0.06 �M


[a] The concentrations required for inhibition of the three major proteasome catalytic activities were determined for
TMC-95A and B, their synthetic analogues, and for epoxomicin aldehyde for comparison. [b] The value vo is the rate
of enzyme activity in the absence of inhibitor, and vs is the steady rate of inhibited enzyme activity.
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course of the measurement. Values of kassociation were determined from
three kinetic runs of at least three inhibitor concentrations.


Values of Kiapp were determined by using Equation (2):


Kiapp � �I�
�vo�vs	 � 1


(2)


where vo is the rate of enzyme activity in the absence of inhibitor, and
vs is the steady rate of inhibited enzyme activity.[45] In all cases, the
substrate concentration was much less than the Michaelis constant.
For slow-binding inhibitors, Kiapp values were estimated by taking the
average final velocity as vs .
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One-Pot TiO2-Catalyzed Synthesis of Nucleic
Bases and Acyclonucleosides from Formamide:
Implications for the Origin of Life


Raffaele Saladino,*[a] Umberto Ciambecchini,[a] Claudia Crestini,[b]


Giovanna Costanzo,[c] Rodolfo Negri,[d] and Ernesto Di Mauro*[c, e, f]


A novel one-pot TiO2-catalyzed synthesis of nucleobases and
acyclonucleosides from formamide is reported. Since formamide
can be formed under prebiotic conditions, these reactions have
implications for the origin of life. While a number of purine
derivatives have been found as products of non-TiO2-catalyzed
reactions, important compounds that would not otherwise occur
(namely, thymine, 5-hydroxymethyluracil, and acyclonucleosides)
are formed in acceptable yields by TiO2-catalyzed reactions.


Moreover, TiO2 selectively affects the rates of degradation of
nucleobases, as single units and when embedded in polynucleo-
tides.


KEYWORDS:


catalysis ¥ formamide ¥ nucleic acids ¥ nucleobases ¥
prebiotic syntheses


Introduction


Hydrogen cyanide (HCN) chemistry provides a preferential route
for the prebiotic syntheses of purines and pyrimidines.[1] A major
problem for the accumulation of the nucleobases adenine (A),
uracil (U), guanine (G), cytosine (C), and thymine (T) on early
Earth is the rapid rates of their degradation.[2±3] At high
concentrations of HCN and at relatively low temperatures, their
syntheses might possibly be preferred over their degradations;[2]


catalysts could play a major role in this balance.
In addition to condensation into nucleobases, HCN hydrolyzes


to form formamide and then formic acid,[1, 4, 5] thereby making
formamide a likely candidate for the synthesis of nucleobases.[1, 6]


Purine is synthesized from HCN or neat formamide,[7±9] and the
synthesis of both purine and pyrimidine derivatives from
formamide under catalytic conditions[10] provides a plausible
prebiotic route. In the presence of CaCO3, silica, alumina, kaolin,
and zeolite as prebiotic models of heterogeneous catalysts,
purine, adenine, 4(3H)-pyrimidinone and, notably, cytosine were
formed, which points to a possible role of inorganic materials in
the prebiotic synthesis of nucleic acids from formamide.[10] The
role of catalysts was not limited to the improvement of the yield
but also provided high selectivity, which affected the product
distribution.


Formamide is also able to degrade purine and pyrimidine
bases.[11, 12] When the reaction is performed on polynucleotides,
the degradation of nucleic bases is followed by scission of the
glycosidic linkages through a �-elimination.[13] This reaction
pattern is the basis for novel chemical DNA sequencing
procedures.[14, 15]


Thus, to evaluate the prebiotic relevance of any formamide-
based synthesis of nucleic acid precursors, the study of the


degradative pathway under similar experimental conditions is
necessary. Here we describe the unprecedented one-pot TiO2-
catalyzed synthesis of nucleobases, N9-formylpurines, and acy-
clonucleosides from formamide. The selective TiO2-induced
degradation of nucleosides by formamide, and the chemical
degradation of the same compounds when embedded in
polynucleotides are also described.
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The use of TiO2 allows the synthesis of important compounds
that would not otherwise occur (namely, thymine, 5-hydroxy-
methyluracil, and acyclonucleosides) and selectively affects the
rates of degradation of nucleobases.


Results and Discussion


Syntheses


To provide further information on the effect of inorganic oxides
on the synthesis of purines and pyrimidines, we analyzed the
reaction of formamide in the presence of titanium(IV) oxide (TiO2,
microcrystalline anatase powder). TiO2 powders are prebiotic
materials and are widely employed as catalysts[16] in hydro-
carbon-selective oxidations,[17] in solar energy conversion,[18] and
in other processes.[19, 20] Among photocatalysts, TiO2 is remark-
able for its high photoreactivity[21] and stability.[22] TiO2 particles
selectively adsorb nucleic acids and their components[23] and
upon exposure to UVA and UVB induce degradation of these
molecules by generation of hydroxyl radicals.[24] However, the
application of TiO2 particles to cell surfaces reduced the extent of
UVA-induced DNA pyrimidine dimer formation, with no effect on
DNA repair.[25] Apart from research on the radiochemical syn-
thesis of nucleoside analogues starting from purine bases and
sugars,[26] no data are available on the role of TiO2 in the prebiotic
synthesis of nucleic acids.


The most favorable set of conditions for these syntheses is
high formamide concentration, presence of catalysts, and a
temperature between 100 and 180 �C.[10] All experiments were
performed in a flask containing neat formamide (5.7 g, 5 mL,
0.12 mol) at 160 �C for 48 h in the presence of TiO2 (2% w/w)
under sunlight illumination. A complex mixture of reaction
products was obtained. We focused our attention on the
characterization of the most abundant purine and pyrimidine
derivatives by gas chromatography ±mass spectroscopy by
comparison with authentic samples and, when necessary, by
spectroscopic analysis of purified samples (Scheme 1, Table 1).


Without TiO2, purine (2) was obtained as the only recovered
product in low yield (34.1 mg 2 per gram formamide (1)[1] ). In the
presence of TiO2, purine (2) was again recovered as the main
reaction product (15 mgg�1) accompanied by adenine (3 ; 0.3 mg
per gram formamide), cytosine (4 ; 0.8 mgg�1) and, remarkably,


Scheme 1. Synthesis of purine and pyrimidine bases, N9-formylpurines, and
acyclonucleosides from formamide. a) TiO2 (2% w/w), 160 �C, 48 h.


by thymine (5 ; 0.2 mgg�1), and 5-hydroxymethyluracil (5-HMU,
6 ; 0.3 mgg�1) These results are shown in Figure 1.


The low yield obtained for purine (2) with respect to
previously described syntheses may be due to the presence of
several other competitive products (see above), even if low
efficiency of TiO2 as a catalyst cannot be completely ruled out.


Compounds 2 ±4 were previously synthesized from form-
amide under catalytic conditions. In contrast, the formation of
thymine (5) and 5-HMU (6) from formamide alone was not
observed. Dehydrogenation of dihydrouracil,[6] cyanide polymer-
ization,[27] and the condensation of the C-3 fragments cyano-
acetaldehyde[28] and cyanoacetylene[29] with cyanate[30] and urea,
are among the most commonly encountered prebiotic pyrimi-
dine syntheses.[31] Thymine (5) and 5-HMU (6) were obtained by
treatment of uracil, a product of the hydrolysis of cytosine,[32]


with formaldehyde and formic acid in aqueous solution at
140 �C.[33, 34] Thymine was also synthesized by methylation of


Table 1. Selected mass spectrometric data.


Products m/z (abundance [%])


2 120 (M, 100), 93 (M�HCN, 37), 86 (M�2HCN, 19)
3 135 (M, 100), 108 (M�HCN, 38), 81 (M� 2HCN, 18), 66 (M� 69, 21), 54 (M�3HCN, 28)
4 111 (M, 100), 95 (M�NH2, 20), 83 (M�CO, 28), 69 (M�NCO, 45), 41 (M�HNCO�HCN, 58)
5 126 (M, 100), 83 (M�HNCO, 20), 55 (M�HNCO�CO, 50)
6 142 (M, 100), 124 (M�H2O, 38), 113 (M�HCO, 50), 96 (M�H�HNCO, 20), 70 (M�H�HCO�HNCO, 60)
7 148 (M, 100), 121 (M�HCN, 8), 92 (M�HCN�HCO, 18), 66 (M� 2HCN�HCO, 28)
8 191 (M, 100), 164 (M�HCN, 10), 147 (M�H�HNCO, 80), 118 (M�HNCO�H2CO, 15)
9 178 (M, 100), 162 (M�OH, 28), 151 (M�HCN, 21), 124 (M� 2HCN, 18), 120 (M�COCH2OH, 28)
10[a] 295 (M, 100), 222 (M� Si(CH3)3 , 29), 205 (M� Si(CH3)3�OH, 80), 135 (M�COCH(OH)OSi(CH3)3�H2NCO, 35)
11[a] 280 (M, 100), 249 (M�H�H2CO, 19), 207 (M� Si(CH3)3, 21), 149 (M� Si(CH3)3�H2CO�CO, 89), 119 (M�COCH(OH)OSi(CH3)3, 21)


[a] Detected as the trimethylsilyl derivative after treatment of the reaction mixture with bistrifluoroacetamide (BSTFA)/pyridine.
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Figure 1. Quantitative profile of purine and pyrimidine derivatives obtained from
the formamide ± TiO2 system. Reactions were performed in the presence of 2.0%
w/w TiO2. Products were identified by comparison of their retention times and
mass spectra with those of authentic samples. Quantitative evaluations were
performed by capillary gas-chromatographic analysis with an HP5890II gas
chromatograph with a FID detector equipped with an ALLTECH AT20 column; a
temperature program of 100 ±280 �C (rate 10 �Cmin�1) with helium as carrier gas
was used. 6-Methoxypurine was used as the internal standard. As a result of the
uncertainty of the number of formamide molecules involved in the synthesis of
the recovered products, the yields were calculated as milligram of product formed
per gram of formamide.


uracil with formaldehyde and hydrazine.[35] 5-HMU was obtained
from formaldehyde and uracil under basic conditions.[36] The
one-pot synthesis of thymine and 5-HMU starting from a C-1
fragment has never been reported previously.


Formaldehyde, formic acid, and traces of uracil were recov-
ered from our reaction mixture by gas chromatography ±mass
spectrometry. Aldehydes were isolated in appreciable amounts
and are formed by the photooxidation of amides;[37] TiO2-
photocatalyzed degradation of amides has been reported[38, 39]


and can be accompanied by the release of formaldehyde.[40]


These data suggest that the observed compounds 5 and 6 may
be formed by reaction of uracil with the formaldehyde and
formic acid produced by TiO2-catalyzed photooxidation of
formamide.[41]


The presence of formaldehyde and formic acid in
the reaction mixture may also be responsible for the
recovery of two additional families of nucleic acid
derivatives–formylpurines 7 and 8, and acyclonu-
cleosides 9 ±11 (Scheme 2)–not previously ob-
served in prebiotic procedures.


N9-Formylpurine (7) and N6,N9-diformyladenine (8)
were recovered in 10.8 mgg�1 and 1.8 mgg�1 yields,
respectively, after chromatographic purification. N-
Formylpurines and pyrimidines are usually prepared
by treatment of the free bases with formic acid and
its derivatives.[42, 43] This reaction is also operative in
the formamide ± TiO2 procedure, even if the incor-
poration of a whole formamide molecule as an N9-
formyl fragment cannot be completely ruled out.


Acyclonucleosides 9-(hydroxyacetyl)purine (9), N6-formyl-9-
(hydroxyacetyl)adenine (10), and 9-[2,3-dihydroxy-1-(oxo)pro-
pyl]purine (11) appear to be products of ™formose condensation∫
on 7 and 8. On formose condensation, formaldehyde is
converted into a mixture of monosaccharides by an aldol-like
reaction.[44, 45] Alumina, and naturally occurring aluminosilicates,
kaolinite, illite, and hydroxyapatite may catalyze this trans-
formation and several sugars, including ribose and deoxyribose,
may be formed by the action of ultraviolet light on a dilute
solution of formaldehyde.[46, 47] TiO2 may catalyze the formose
condensation by stabilizing the anion resulting from the
ionization of formaldehyde hydrate and thereby rendering the
N9-formyl moiety much more susceptible to nucleophilic at-
tack.[48] Examples of carbon ± carbon bond formation through
the aldolization of aldehydes on TiO2 have been described.[49]


We assumed that nucleotides are produced by the condensa-
tion of the sugar with preformed purine and pyrimidine bases.
However, major problems arose in demonstrating this conden-
sation under prebiotic experimental conditions.[50] Adenine and
guanine gave low yields of the corresponding nucleosides when
the reactions were performed in the presence of inorganic
salts.[51] Apart from the synthesis of cytosine arabinonucleo-
side,[52] no prebiotic condensation of uracil or cytosine with
ribose is known. The possibility of building the sugar moiety
stepwise by starting from formylpurine derivatives in which a
masked glycosidic bond is already preformed is a potential
alternative route to nucleosides. High-molecular-weight nucleo-
side derivatives recovered in the reaction mixture are being
characterized.


Degradations


The evolution of self-replicating information-bearing molecules
requires chemically stable compounds and high but not
absolute accuracy in the replication of information. Chemical
stability is necessary for the accumulation of precursors under
the physicochemical conditions in order to allow their synthesis
and polymerization into oligomers, and for low-error template
processes. To evaluate the prebiotic relevance of TiO2-catalyzed
synthesis of nucleic acid precursors, we analyzed the degrada-


Scheme 2. Proposed synthesis of acyclonucleoside analogues from N9-formylpurines by the
formose reaction.
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tion of nucleosides and polynucleotides under the experimental
conditions described above.


The degradation pathway of nucleosides in the formamide±
TiO2 system was analyzed for 2�-deoxyadenosine (12), 2�-
deoxyguanosine (13), 2�-deoxycytidine (14), and thymidine
(15).[11] The nucleoside (1.0 mmol) was added to formamide
(5 mL) in the presence of 2% w/w TiO2 and the mixture was
heated at 160 �C for 2 days. The stirred suspension was irradiated
at 254 nm by a mercury arc in air. Complex mixtures of reaction
products were obtained and analyzed by gas chromatography ±
mass spectroscopy and, when necessary, by spectroscopic
analysis of purified samples (Scheme 3, Table 2).


As expected, we observed products that arise from the
synthetic formamide± TiO2 pathway independent of the nucleo-
side studied. Moreover, small amounts of products resulting
from hydroxyl radical damage of nucleobases, such as 8-oxo-
adenine (16),[53] 8-oxoguanine (17),[54] and 5,6-dihydroxy-5,6-


dihydrothymine (cis- and trans-18)[55] were recovered from the
reaction mixture. Hydroxyl radical damage to nucleobases has
been reviewed.[56] TiO2 exerts photobiological activity in pro-
karyotic and eukaryotic cells,[57] and photoirradiation of uracil
and thymine solutions in the presence of TiO2 led to decom-
position of substrates by hydroxylation of the C5,6 double
bond.[58] The chemistry of nucleosides with formamide provides
the main degradative pathway and accompanies that of
hydroxyl radical damage.


6-Amino-5-formamido-4-[N-(2�-deoxy-�-D-ribofuranosyl) ]pyri-
midine (19), 4,6-diammino-5-formamidopyrimidine (20), 2-ami-
no-4-oxo-5-formamido-6-[N-(2�-deoxy-�-D-ribofuranosyl) ]pyrimi-
dine (21), and 2,6-diamino-4-oxo-5-formamidopyrimidine (22),
were recovered from the reaction mixture as products of
selective C8 addition of formamide to 12 and 13, respectively
(Figure 2).[11] 6-Formylamino-5,6-dihydro-4-amino-1-[�-D-ribofur-
anosyl]-2-(1H)-pyrimidinone (23), and 4,6-di(formylamino)-5,6-


Scheme 3. Formamide degradation of 2�-deoxynucleosides. a) TiO2 (2% w/w), 160 �C, 48 h.


Table 2. Selected mass spectrometric data.


Products m/z (abundance [%])


18 160 (M, 100), 143 (M�OH, 63), 125 (M�OH�HO, 51), 117 (M�HCNO, 39)
19[a] 413 (M as dimethylsilyl derivative, 28), 358 (M�HCN�CO, 33), 339 (M�HSi(Me)3 , 100), 311 (M�CO�HSi(Me)3, 53), 265 (M�2HSi(Me)3, 38)
20 153 (M, 78), 124 (M�CHO, 69), 109 (M�NHCHO, 100)
21 285 (M, 100), 256 (M�CHO, 63), 241 (M�NHCHO, 53)
22 169 (M, 100), 140 (M�CHO, 71), 125 (M�NHCO, 43), 82 (M�NHCHO�HCNO, 39)
23[a] 344 (M as monotrimethylsilylderivative, 100), 314 (M� 2Me, 78), 299 (M� 3Me, 63), 270 (M�HSi(Me)3, 61), 225 (M�HSi(Me)3�NH2CHO, 58)
24[a] 516 (M as tristrimethylsilylderivative, 100), 413 (M-2Me-HSi(Me)3, 51), 367 (M-2HSi(Me)3, 62), 297 (M-3Si(Me)3 , 48),


255 (M�3�,5�-bistrimethylsilyl-1-�-D-ribofuranosyl, 47)
25 187 (M, 100), 170 (M�OH, 79), 143 (M�NHCHO, 68), 115 (M-NHCHO-CO, 43)


[a] Detected as the trimethylsilyl derivative after treatment of the reaction mixture with BSTFA/pyridine.







E. Di Mauro et al.


518 ¹ 2003 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2003, 4, 514 ±521


Figure 2. Quantitative profile of 2�-deoxynucleoside degradation by the form-
amide ± TiO2 system. For experimental details, see the legend of Figure 1.


dihydro-1-[�-D-ribofuranosyl]-2-(1H)-pyrimidinone (24), ob-
tained by the addition of formamide to the electrophilic C6
and C4 positions of the
pyrimidine ring, were
recovered from the
degradation of 2�-deox-
ycytidine (14).[12]


The degradation re-
action of thymidine (15)
deserves notice. In the
absence of TiO2, 15 did
not react over a pro-
longed reaction time,[12]


while efficient degrada-
tion was observed in
the presence of TiO2.
In the latter case, 6-for-
mylamino-5-methyl-
5,6-dihydrouracil (25),
derived from C6 addi-
tion of formamide to a
reactive 5,6-oxiranyl-
5,6-dihydrouracil inter-
mediate, was recovered
along with small
amounts of hydroxyl
damage products. 5,6-
Oxiranyl-5,6-dihydrour-
acil derivatives are
formed as initial photo-
oxidation products of
pyrimidine nucleic acid
components.[12, 47, 59]


The differential ef-
fects of TiO2 on the
degradation of polynu-
cleotides were studied
for homogeneous or
mixed-sequence poly-


mers. The overall approach consisted of the analysis of the
degradation products of the following synthetic 5�-labeled
oligonucleotides: 1) homogeneous segments: two short
mixed-sequence tails (10 and 6 bases, respectively) and a central
30-base-long homogeneous stretch of G, A, C, and T bases;
2) a mixed-sequence segment: a heterogeneous 40-base-long
sequence.


The labeled oligonucleotides were treated (20 min, 110 �C)
with formamide in the presence of varying amounts of TiO2


(Figure 3). DNA was then recovered and analyzed (see the
Experimental Section). Oligonucleotides used in the degrada-
tion of homogeneous sequences were: Oli1 (5�-AC-
CTAACCGG[G]30CCGGTT-3�), Oli2 (5�-ACCTAACCGG[A]30CCGGTT-
3�), Oli3 (5�-CCCGAACCGG[C]30CCGGTT-3�), and Oli4 (5�-
CCCGAACCGG[T]30CCGGTT-3�). These oligonucleotides were de-
signed pairwise to be complementary (that is, Oli1 with Oli3, and
Oli2 with Oli4). Upon annealing the oligonucleotides leave four-
nucleotide-long 5�-protruding tails at both extremities of the
DNA that can be used for selective labeling. Figure 3 shows the
resulting degradation profiles. A comparison of the four


Figure 3. Degradation of 46-base-long oligonucleotides containing homo- or heterogeneous base stretches by formamide ± TiO2.
The treatment of 5�-labeled oligonucleotides (20 min, 110 �C) was performed in the presence of the indicated amounts of TiO2


followed by purification and gel analysis. Panel A: (from left) Oli1 (poly-G), Oli2 (poly-A), Oli3 (poly-C), Oli4 (poly-T). The mixed
sequence containing the 5�-labeled extremity is in the run-out section of the gel. Panel B: as above but with the mixed sequence
oligonucleotide.
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degradation profiles obtained in the absence of TiO2 (first lanes)
leads to the observations expected from the described differ-
ential sensitivity of the nucleic bases to hot formamide (G�A�


C�T).[14, 15] The poly-G and poly-A degradations are not
enhanced by low concentrations of TiO2; both poly-G and
poly-A are actually digested to a lesser extent at higher
concentrations. Degradation of poly-C is enhanced by TiO2 only
at high concentration, while a major enhancement effect on
poly-T is observed between 0.6 and 3 mgmL�1 which causes an
essentially complete and regular digestion of the homogenous
sequence tract.


The mixed sequence 5�-GTAACTCGGTGTTAGAGCCTG-
TAACTCGGTGTTAGAGCCT-3� was analyzed as described above
(Figure 3B), which revealed the same selectivity of TiO2 on the
degradation pathway; thymine was unexpectedly degrad-
ed.[14, 15] Figure 4 compares the sensitivity of the four bases to


Figure 4. The relative sensitivity (ordinate) of the four bases as a function of
increasing concentration of TiO2 (abscissa). Each experimental lane of the gels
was scanned; the total intensity of the lane was taken as 100%; the values
reported for each base represent the average intensity (%) of the bands of each of
the four bases. Values are from the electrophoreses in Figure 3 and from data not
shown.


hot formamide as a function of the concentration of TiO2. For
both homo- and heterogeneous oligonucleotides, the degrada-
tion conditions used in this assay cause less than one hit per
molecule, as shown by the regularity of the cleavage patterns
and by the presence of a substantial amount of unreacted
molecules. Thus, the decreased intensity of the cleavage at G and
A bases above 0.6 mgmL�1 TiO2 is not a kinetic artifact. In
conclusion, the degradation profiles of polynucleotides by
formamide with and without TiO2 are profoundly different. At
a TiO2 concentration of 3 mgmL�1, the sensitivity of all the bases
becomes comparable.


Conclusion


While a number of purine derivatives have been found as
products of prebiotic synthesis from HCN, novel compounds
that would not otherwise occur (namely, thymine, 5-hydroxy-
methyluracil, and acyclonucleosides) are formed in a single step
and in acceptable yields from formamide in the presence of TiO2.
As formamide is a compound that can be formed under
prebiotic conditions, these reactions have implications for the
origin of life. Moreover, TiO2 selectively affects the rates of
degradation of nucleobases, both as single molecules and when
embedded in polynucleotides.


One of the major unresolved problems for any plausible
chemical origin-of-life scenario is that of the stability of the
nucleic acid precursors. Given that formamide both synthesizes
and degrades such precursors, our results are relevant to the
regulation of the availability of the substrates for prebiotic
nucleic acid syntheses.


Experimental Section


General : Formamide (Fluka, �99%), TiO2 (Aldrich), and 6-methoxy-
purine (Aldrich) were used without further purification. Gas chro-
matography analysis and mass spectrometry were performed with
an HP5890II gas chromatograph and a Shimadzu GC-MS QP5050A
instrument equipped with an Alltech AT-20 column (0.25 mm, 30 m).
1H and 13C NMR spectra were recorded on a Bruker (200 MHz)
spectrometer and are reported as � values. Microanalyses were
performed with a C. Erba 1106 analyzer. Chromatographic purifica-
tions were performed on columns packed with Merck silica gel, 230 ±
400 mesh for flash chromatography. TLC was carried out on silica-
coated plates (Merck platten Kieselgel 60F254). Melting points were
determined on a Reichert Kofler apparatus and are uncorrected.
Infrared spectra were recorded on a Perkin ± Elmer Paragon 500 FT-IR
spectrophotometer.


Formamide condensation : Formamide (5.7 g, 5 mL, 0.12 mmol) was
heated at 160 �C for 48 h in the presence of TiO2 (2% w/w). The
reaction mixture was filtered to remove the catalyst and evaporated
under high vacuum. Gas chromatography ±mass spectrometry of a
portion of the crude reaction was performed by using an isothermal
temperature profile of 100 �C for the first 2 min, followed by a
10 �Cmin�1 temperature gradient to 280 �C, and finally an isothermal
period at 280 �C for 40 min. The injector temperature was 280 �C.
Chromatography grade helium was used as the carrier gas. The
fragmentation patterns were compared with those of authentic
samples. 6-Methoxypurine was used as internal standard. The crude
reaction mixture was also purified by flash chromatography (CHCl3/
CH3OH, 9:1) and the structures of isolated products were confirmed
by spectroscopic techniques and by comparison with authentic
commercial samples.


N9-Formylpurine (7): 1H NMR (200MHz, CDCl3): ��8.87 (s, 1H; H8),
9.29 (s, 1H; H6), 9.48 (s, 1H; H2), 10.22 (s, 1H; CHO) ppm; 13C NMR
(200 MHz, CDCl3): ��140.87 (C), 144.30 (CH), 148.22 (C), 149.30 (CH),
152.96 (CH), 160.26 (CHO) ppm; elemental analysis calcd (%) for
C6H4N4O: C 48.65, H 2.72, N 37.82; found: C 47.98, H 2.67, N 37.18.


N6,N9-Diformyladenine (8): 1H NMR (200 MHz, CDCl3): �� 8.24 (s,
1H; CHO), 8.79 (s, 1H; H2), 9.28 (s, 1H; CH), 11.22 (s, 1H; CHO), 12.14
(s, 1H; NH) ppm; 13C NMR (200MHz, CDCl3): �� 128.56 (C), 144.16
(CH), 146.47 (C), 149.04 (C), 156.46 (CH), 159.59 (CHO), 162.43
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(CHO) ppm; elemental analysis calcd (%) for C7H5N5O2: C 43.99, H
2.64, N 36.64; found: C 43.56, H 2.67, N 36.56.


9-(Hydroxyacetyl)purine (9): 1H NMR (200 MHz, CDCl3): ��4.65 (s,
2H; CH2), 7.23 (br s, 1H; OH), 8.98 (s, 1H; H8), 9.29 (s, 1H; H6), 9.41 (s,
1H; H2) ppm; 13C NMR (200 MHz, CDCl3): �� 58.60 (CH2), 129.80 (C),
146.66 (CH), 147.16 (C), 149.77 (C), 157.10 (CH), 161.4 (CHO), 167.56
(CHO) ppm; elemental analysis calcd (%) for C7H6N4O2: C 47.19, H
3.33, N 31.45; found: C 47.33, H 3.37, N 31.39.


N6-Formyl-9-(hydroxyacetyl)adenine (10): 1H NMR (200 MHz,
CDCl3): �� 4.63 (s, 2H; CH2), 6.86 (br s, 1H; OH), 8.23 (s, 1H; CHO),
8.76 (s, 1H; H2), 9.14 (s, 1H; H6), 12.35 (s, 1H; NH) ppm; 13C NMR
(200MHz, CDCl3): ��59.60 (CH2), 129.12 (C), 146.56 (CH), 147.87 (C),
150.78 (C), 157.12 (CH), 158.32 (CHO), 168.18 (CHO) ppm; elemental
analysis calcd (%) for C8H7N5O3: C 43.44, H 3.19, N 31.66; found: C
43.48, H 3.06, N 31.88.


9-[2,3-Dihydroxy-1-(oxo)propyl]purine (11): 1H NMR (200 MHz,
CDCl3): ��3.96 (d, J�6.92 Hz, 2H; CH2), 5.27 (t, J� 6.92 Hz, 1H;
CH), 5.79 (s, 1H; CHO), 8.76 (s, 1H; H2), 9.14 (s, 1H; H6), 12.35 (s, 1H;
NH) ppm; 13C NMR (200 MHz, CDCl3): ��63.25 (CH2), 72.50 (CH),
144.41 (C), 146.57 (CH), 148.81 (C), 150.11 (CH), 154.59 (CH), 168.39
(CHO) ppm; elemental analysis calcd (%) for C8H8N4O3: C 46.16, H
3.87, N 26.91; found: C 46.09, H 3.73, N 27.01.


Degradation of 2�-deoxynucleosides (12 ±15) with formamide :


General procedure : A 2�-deoxynucleoside 12 ±15 (1 mmol) was
dissolved in formamide (5 mL) in the presence of TiO2 (2% w/w). The
reaction mixture was heated at 160 �C for 48 h, then filtered to
remove the catalyst and evaporated under high vacuum. Gas
chromatography ±mass spectrometry of a portion of the crude
reaction was performed by using an isothermal temperature profile
of 100 �C for the first 2 min, followed by a 10 �Cmin�1 temperature
gradient to 280 �C and finally an isothermal period at 280 �C for
40 min. The injector temperature was 280 �C. Chromatography grade
helium was used as the carrier gas. The fragmentation patterns were
compared with those of authentic samples. 6-Methoxypurine was
used as internal standard. The crude reaction mixture was also
purified by flash chromatography (CHCl3/CH3OH, 9.5:0.5), and the
structures of isolated products were confirmed with spectroscopic
techniques.


7,8-Dihydro-8-oxoadenine (16): 1H NMR (200 MHz, CDCl3/CD3OD):
��3.85 (br s, 2H; NH2), 7.62 (s, 1H; H2), 10.87 (s, 1H; NH), 11.80 (s, 1H;
NH) ppm; 13C NMR (200 MHz, CDCl3): �� 114.74 (C), 150.38 (C),
150.48 (C), 151.14 (C), 165.96 (CH) ppm; elemental analysis calcd (%)
for C5H5N5O: C 39.74, H 3.33, N 46.34; found: C 39.76, H 3.21, N 46.18.


7,8-Dihydro-8-oxoguanine (17): 1H NMR (200 MHz, CDCl3/CD3OD):
��4.08 (br s, 1H; OH), 4.12 (br s, 2H; NH2), 10.65 (s, 1H; NH), 13.06 (s,
1H; NH) ppm; 13C NMR (200 MHz, CDCl3): �� 109.96 (C), 147.66 (C),
153.21 (C), 155.33 (C), 158.82 (C) ppm; elemental analysis calcd (%)
for C5H5N5O2: C 35.93, H 3.02 N 41.90; found: C 35.88, H 3.06, N 41.79.


5,6-Dihydroxy-5,6-dihydrothymine (18): 1H NMR (200 MHz, CDCl3/
CD3OD): ��1.42 (s, 3H; CH3), 5.58 (d, J�7.71 Hz, 1H; H6), 6.48 (br s,
1H; NH), 6.56 (d, J� 7.71 Hz, 1H; OH), 8.85 (br s, 1H; NH) ppm;
13C NMR (200 MHz, CDCl3): ��17.75 (CH3), 76.52 (C), 77.87 (CH),
153.87 (C), 173.17 (C) ppm; elemental analysis calcd (%) for C5H8N2O4:
C 37.50, H 5.04, N 17.49; found: C 37.61, H 5.12, N 17.37.


6-Amino-5-formamido-4-[N-(2�-deoxy-�-D-ribofuranosyl)]pyrimi-
dine (19): M.p. : 158 ± 160 �C; IR (KBr): ��� 3351 (OH), 3202 (NH), 1680
(CO), 1637 (C�C), 1280, 970 cm�1; 1H NMR (200 MHz, CDCl3): ��
2.20 ± 2.85 (m, 2H; H-2�, H-2��), 3.30 ± 3.95 (m, 4H; H-3�, H-4�, H-5�,
H-5��), 6.09 ± 6.15 (m, 1H; H-1�), 6.71 ± 7.08 (br s, 4H; NH), 8.18 (br s,
1H; CHO), 8.29 (s, 1H; H-2) ppm; elemental analysis calcd (%)
C10H15N5O4: C 44.61, H 5.61, N 26.03; found: C 44.69, H 5.62, N 26.30.


4,6-Diamino-5-formamidopyrimidine (20): M.p. : 224 ± 226 �C; IR
(KBr): ��� 3215 (NH), 1677 (CO), 1637 (C�C), 1280, 970 cm�1; 1H NMR
(200 MHz, CDCl3): ��6.80 ± 7.12 (br s, 5H; NH and NH2), 8.05 ±8.13
(br s, 1H; CHO), 8.19 (s, 1H; H-2) ppm; elemental analysis calcd (%)
for C5H7N5O: C 39.21, H 4.60, N 45.73; found: C 39.26, H 4.57, N 45.79.


2-Amino-4-oxo-5-formamido-6-[N-(2�-deoxy-�-D-ribofuranosyl)]-
pyrimidine (21): M.p. : 180 ± 185 �C; IR (KBr): ��� 3360 (OH), 3202
(NH), 1690 (CO), 1637 (C�C), 1280, 970 cm�1; 1H NMR (200 MHz,
CDCl3): �� 2.28 ± 2.85 (m, 2H; H-2�, H-2��), 4.05 ± 5.20 (m, 4H; H-3�,
H-4�, H-5�, H-5��), 5.30 ± 5.48 (m, 1H; H-1�), 6.50 ± 6.71 (br s, 2H; NH2),
6.85 (br s, 1H; NH), 7.89 ±7.95 (br s, 1H; CHO) ppm; elemental analysis
calcd (%) for C10H15N5O5: C 42.10, H 5.30, N 24.55; found: C 42.03, H
5.29, N 24.67.


2,6-Diamino-4-oxo-5-formamidopyrimidine (22): IR (KBr): ��� 3230
(NH), 1780 (CO), 1679 (CO), 1640 (C�C), 1290, 970 cm�1; elemental
analysis calcd (%) for C5H7N5O2: C 35.50, H 4.17, N 41.40; found: C
35.55, H 4.16, N 41.38.


6-Formylamino-5,6-dihydro-4-amino-1-[�-D-ribofuranosyl]-2-(1H)-
pyrimidinone (23): IR (KBr): ��� 3400 ±3350 (OH and NH), 2825
(CHO), 1723 (CO), 1678 (CO), 1637 (C�C), 1280, 970 cm�1; 1H NMR
(200 MHz, CDCl3): ��2.12 ± 2.43 (m, 2H; H-2�, H-2��), 4.10 ± 4.87 (m,
4H; H-3�, H-4�, H-5�, H-5��), 4.09 ± 4.25 (m, 1H; H-1�), 4.89 ±5.46 (m, 2H;
H-5), 9.10 (s, 1H; CHO), 9.35 (br s, 2H; NH2) ppm; elemental analysis
calcd (%) for C10H16N4O5: C 44.12, H 5.92, N 20.50; found: C 44.07, H
5.95, N 20.53.


4,6-Di(formylamino)-5,6-dihydro-1-[�-D-ribofuranosyl]-2-(1H)-
pyrimidinone (24): IR (KBr): ��� 3492 ±3350 (OH and NH), 2850
(CHO), 1723 (CO), 1669 (CO), 1629 (C�C), 1280, 970 cm�1; m.p. : 178 ±
181 �C; 1H NMR (200 MHz, CDCl3): ��2.23 ±2.57 (m, 2H; H-2�, H-2��),
4.10 ± 4.23 (m, 4H; H-3�, H-4�, H-5�, H-5��), 4.16 ± 4.25 (m, 1H; H-1�),
4.89 ± 5.46 (m, 2H; H-5), 9.10 (s, 1H; CHO), 9.21 (s, 1H; CHO) ppm;
elemental analysis calcd (%) for C11H16N4O6: C 44.00, H 5.37, N 18.66;
found: C 44.10, H 5.39, N 18.79.


6-Formylamino-5-methyl-5,6-dihydrouracil (25): 1H NMR (200 MHz,
CDCl3): ��1.45 (s, 3H; CH3), 6.72 (s, 1H; H6), 8.47 (s, 1H; CHO), 11.21
(s, 1H; NH) ppm; 13C NMR (200 MHz, CDCl3): ��19.89 (CH3), 79.80 (C),
81.22 (CH), 164.30 (C), 170.22 (CH), 178.90 (C) ppm; elemental
analysis calcd (%) for C6H9N3O4: C 38.51, H 4.85, N 22.45; found: C
38.76, H 4.46, N 23.09.


Degradations of oligonucleotides by formamide ± TiO2 : A 2-�g
sample of each oligonucleotide was annealed with the same amount
of the complementary molecule and labeled with [�32P]dATP (Oli3
and Oli4) or with [�32P]dCTP (Oli1 and Oli2). Labeling was performed
by using the T7 Sequenase (USBC±Amersham Biosciences) ; the
labeled oligonucleotide was purified on a 10% denaturing acryl-
amide (acrylamide/bisacrylamide, 19:1) gel. The polyacrylamide was
removed by a NuncTrap Probe Purification Column (Stratagene);
2 pmol (typically 300000 cpm) DNA was processed for each sample.
The DNA was precipitated with ethanol, resuspended in formamide
(5 �L, Fluka), and added to 97% formamide (10 �L) containing the
indicated amounts of TiO2. After 20 min at 110 �C, H2O was added to
give a final volume of 100 �L, then the samples were precipitated
with ethanol and resuspended in H2O (5 �L). Formamide (4 �L) was
added to 1-�L aliquots of the treated samples, heated for 2 min
at 95 �C, and loaded onto a 10% denaturing polyacrylamide gel
(acrylamide/bisacrylamide, 19:1). The oligonucleotides (labeled with
[�32P]dCTP) used for the analysis of the effect of formamide ± TiO2


on a heterogeneous sequence were the 40-base-long Oli5 (5�-
GTAACTCGGTGTTAGAGCCTGTAACTCGGTGTTAGAGCCT-3�) and the
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44-base-long Oli6 (5�-CCGAAGGCTCTAACACCGAGTTACAGGCTCTAA-
CACCGAGTTAC-3�).


Irregularities in the lowest part of the digested samples shown in
Figure 3, typically encompassing approximately the shortest seg-
ment (17 ± 18 bases long) of the digested oligonucleotide, were
constantly observed for all samples treated with TiO2 at a concen-
tration higher than 0.6 mgmL�1. These irregularities are present in
both homo- and heterogeneous sequence digests, are indicated by a
vertical bar on the left side of the gel in the figure, and were
attributed to the presence of aggregates. Under different exper-
imental conditions the presence of TiO2 in the gel electrophoresis
caused a ™smiling∫ effect and, on defined samples, a marked blurring.
Although methodologically unpleasant, these unavoidable effects
do not interfere with the interpretation of the data nor with their
reproducibility.


This work was supported by an Italian Space Agency contract CNR/
ASI I/R/315/02.
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Mollusk Shell Acidic Proteins: In Search of
Individual Functions
Bat-Ami Gotliv, Lia Addadi, and Steve Weiner*[a]


Acidic proteins play a major role in the biomineralization process.
These proteins are generally thought to control mineral formation
and growth. Thus, characterization of individual acidic proteins is
important as a first step toward linking function to individual
proteins, which is our ultimate goal. In order to characterize the
protein(s) responsible for the assemblage of biominerals, a new gel
electrophoresis fixing and staining protocol was developed and
many, if not all of the acidic proteins were visualized on the gel for
the first time. In an in vitro assay we show that proteins extracted


from an aragonitic shell layer induce the formation of amorphous
calcium carbonate prior to its transformation into the aragonitic
crystalline form. This study removes some major obstacles in the
characterization of acidic proteins and sheds more light on the
functions of these proteins in the biomineralization process.


KEYWORDS:


aragonite ¥ biomineralization ¥ electrophoresis ¥
glycoproteins ¥ mollusk shell


Introduction


One of the most remarkable attributes of the mineralized tissues
formed by many different phyla is that they contain a most
unusual assemblage of proteins and glycoproteins that are very
acidic.[1] Most of the unusually acidic proteins found in aragonite-
or calcite-containing mineralized tissues of invertebrates are rich
in aspartic acid.[2] In the case of the proteins from scleractinian
corals, for example, Asp can constitute between 40 and 50 mole
percent of the protein assemblage.[3] In mollusks, Asp usually
makes up around 30 mole percent of the aragonitic layer and
more than 50 mole percent of some calcitic layers.[4, 5] A second
group of acidic proteins discovered more recently in inverte-
brates are rich in glutamic acid and/or glutamine.[6] These
proteins are associated with amorphous calcium carbonate
rather than with the crystalline forms of calcium carbonate. Very
little is understood about the specific functions of either group
of unusually acidic proteins, which is the topic of this study.
There are several circumstantial observations that indicate


that the acidic proteins are directly involved in controlling
mineral formation. In many vertebrate and invertebrate miner-
alized tissues the acidic proteins can only be extracted if the
mineral is dissolved.[7, 8] These proteins are thus intimately
associated with the mineral phase. In some cases it has been
shown that a subset of the acidic proteins is actually occluded
within the mineral phase, where the proteins influence the
mechanical properties of the mineral.[9] There is very little direct
in vivo evidence to prove that one or more of these macro-
molecules actually function as nucleators of mineral formation or
as modulators of mineral growth. There is, however, a large
amount of literature on in vitro experiments, which show that
these macromolecules are indeed able to specifically modulate
mineral formation.
In many of the in vitro functional assay systems, acidic


macromolecules are added to saturated solutions and their


effect on crystal nucleation and growth is monitored.[10] It is,
however, difficult to differentiate between the contributions of
general parameters such as charge density and specific effects
due to structural matching of the protein or associated
polysaccharide moieties to the mineral. Another approach is to
observe changes in the morphologies of crystals grown in the
presence of one or more acidic macromolecule in solution.[11±13]


These changes, if specific, show that the macromolecule can
interact with some crystal faces and not others. One functional
assay for assessing specific nucleating effects of mollusk-shell-
associated proteins, which in our hands has proved to be
reliable, involves the addition of the acidic macromolecules to an
in vitro assembly of �-chitin and silk fibroin, the two major
components of the mollusk shell organic matrix. Falini et. al.[14]


showed that if the assemblage of unusually acidic proteins from
an aragonite layer is added, then aragonite is formed, and if the
proteins are derived from a calcitic layer, then calcite forms. This
assay thus demonstrates that within the assemblage there are
components that nucleate the mineral phase such that poly-
morph specificity is maintained. Another assay for polymorph
specificity was developed by Belcher et al.[15] The Falini et al.
assay has been used to identify groups of macromolecules
separated by ion exchange chromatography that are responsible
for aragonite nucleation.[16] The assay can of course also be used
to determine the nucleating capability of individual macro-
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molecules, and can thus serve as the link between structure and
function.
A major problem is that it is very difficult to purify and


characterize these macromolecules. Some of the reasons are as
follows: As these macromolecules are intimately associated with
the mineral phase and are highly charged, they are very difficult
to extract from the mineralized tissue in such a way that they
remain intact and functional. Once extracted the molecules
readily aggregate and are thus difficult to separate chromato-
graphically. Many of these macromolecules are also glycosyla-
ted,[7]which further complicates their chromatographic fractio-
nation. Furthermore, we and others[17] have repeatedly observed
that when the assemblages of acidic macromolecules from
various mineralized tissues are subjected to separation by gel
electrophoresis, some of the observed bands are diffuse and
smeared, whereas others are sharp. The sharp bands can usually
be stained with Coomassie Blue and silver, commonly used
protein stains, whereas the diffuse bands require special
conditions for effective staining, or appear to be weakly stained.
Thus, purification and characterization at the protein level has
proved to be a major challenge.
Only recently have the sequences of some of the unusually


acidic proteins from mineralized tissues been determined.
Examples include a protein from vertebrate dentin (DMP-1)[18]


and one from mollusk shells (MSP-1).[19] In some cases sequenc-
ing has been achieved by working at the DNA level and not with
the proteins per se. This approach aggravates the problem of
linking structure to function. Various proteins have been isolated
and sequenced from mineralized tissues. However, almost all of
these are not the unusually acidic ones, but those that are readily
stained with Coomassie Blue and/or silver stain. Nine proteins of
this type have been sequenced from mollusk shell organic
matrices.[19±25] Purification, characterization, and functional de-
termination of the unusually acidic proteins from mineralized
tissues is fraught with numerous technical problems.
In this study we address several related aspects of this


problem with the ultimate aim of relating the structures of


individual acidic macromolecules to their functions. We focus on
the problem of mollusk shell formation, and in particular the
formation of the nacreous layer of the bivalve Atrina. The overall
strategy is to optimize extraction, purification, and character-
ization procedures that are compatible with the use of the Falini
et. al. nucleation assay system. We have further investigated the
function of the total protein assembly extracted from the
mollusk shell with the Falini et. al. system itself. We used this
assay in order to distinguish between different protein functions
in the assembly and focused on aragonite-nucleating proteins,
which were further purified and characterized. We concentrated
on aragonite nucleation rather than calcite nucleation since
aragonite is the less stable polymorph and the requirements for
its formation are more stringent. Aragonite nucleation was
monitored at each purification step. Thus, the specificity of the
purified proteins was assured and we could determine whether
or not more than one component is required for specific
nucleation. In this way, we purified and characterized proteins
with a well-defined function.


Results


Protein extraction from the mollusk shell


Proteins from the aragonitic nacreous layer of the mollusk
Atrina rigida are extracted by using an ion-exchange resin for
dissolution of the mineral.[12] With this method, demineralization
is performed in the absence of any chelating agent or acidic
reagent. Therefore, the proteins are extracted in a relatively well-
preserved state without any additives. The average yield of
proteins is 0.01 weight% (calculated as a proportion of mineral
weight), according to amino acid analysis. Amino acid composi-
tional analysis shows that these proteins are very acidic (45%
Asx�Glx) and contain almost no aromatic residues (Table 1).
Falini et. al.[14] proved that only the acidic macromolecules
extracted from mollusk shells by using the ion exchange
demineralization method are able to specifically control calcium


Table 1. Amino acid compositions of the soluble proteins from Atrina rigida in different stages of purification.[a]


Amino acid Soluble protein assembly ex-
tracted from nacre


Nucleating fraction purified on
an anion-exchange column


Nucleating fraction purified on
a gel-filtration column


Asx[b] 29.7 36.2 35.6
Glx[b] 14.8 13.4 5
Ser 13.6 19.3 24.2
Gly 18.2 14.3 13.7
His 0.6 0.5 0
Thr 3.3 2 1.4
Ala 9.5 6.2 3.8
Arg 1.8 0.5 0
Tyr 1.9 0.8 0.5
Cys ±Cys 1.2 0 0
Val 2.8 1.7 1.6
Met 1.2 0.4 0.3
Ile 1.9 0.8 2.3
Phe 2 1 0.7
Leu 3 1 0.7
Lys 1.9 0.8 1.8
Pro 3.7 1 8.4


[a] The values shown are average mole%. [b] Asx�Asp or Asn; Glx�Glu or Gln.
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carbonate polymorphism when they are adsorbed on a chitin
and silk assembly. Accordingly, the assembly of proteins
extracted from the nacreous layer, once adsorbed on the
chitin ± silk scaffold induced only aragonite formation (as
detected under dehydrated conditions). When proteins were
extracted by using acetic acid or ethylenediaminetetraacetate
(EDTA), the ability to specifically form aragonite in the chitin ± silk
assembly was lost.


Identification of nacre water-soluble proteins by gel
electrophoresis


The most widely used technique for determining the purity of
fractions obtained from chromatographic columns is gel electro-
phoresis. Purified bands from gels can also be used for obtaining
the protein sequence. As noted above, many problems have
been encountered when using gel electrophoresis to fractionate
acidic proteins from mineralized tissues. We subjected total
extracts from Atrina shell, fractions from the anion exchange
column, and fractions from the gel filtration column to standard
electrophoresis conditions, with Coomassie Brilliant Blue or silver
nitrate as staining agents. No proteins were observed when
Coomassie Blue was used, and only a few bands were poorly
visualized with silver nitrate. Several other staining methods and
agents were tested, such as fluorescent staining, Stains-All, and
Alcian Blue. None of these approaches showed any significant
improvement. This result raised the possibility that staining is
not the problem, but that these proteins
may have a pronounced tendency to
diffuse out of the gel because they are
very acidic.
We therefore developed new fixing con-


ditions that involve the simultaneous use of
two reagents, formaldehyde and glutaral-
dehyde, to trap the proteins in the gel
before staining. Notwithstanding this ex-
treme fixation, when the fixation procedure
was performed overnight on the total
assembly of proteins, only two major bands
were visualized (Figure 1a). When the fix-
ation was reduced to a few hours, however,
protein detection was dramatically im-
proved (Figure 1b). By performing this
short and massive fixation procedure on
tris(hydroxymethyl)aminomethane (Tris)-
tricine gradient gels (10 ± 20%), tens of
different soluble proteins with a broad
range of molecular weights were visualized
in the total extract. To our knowledge,
these are the best results ever obtained by
using gel electrophoresis to fractionate
these elusive matrix proteins.
When the same fixation procedure was


used and the gels were stained with
Coomassie Blue, only a few weak, almost
undetectable bands were observed (Fig-
ure 1c). This result is in sharp contrast to


that seen when staining was carried out with silver nitrate
(Figure 1b). This outcome shows that Coomassie Blue does not
bind to these acidic proteins, which is consistent with the
observation that the Coomassie dye interacts with basic and
hydrophobic amino acids in polypeptides chains.[26, 27] Note that
with these gradient gels, the molecular weight markers do not
migrate according to their true molecular weights (compare
standards in Figure 1 and Figure 3).


Isolation and purification of aragonite-inducing proteins


We followed the same approach as Levi et al.[16] for purifying
aragonite-inducing fractions of macromolecules. The total
protein assembly extracted from the Atrina nacre was fractio-
nated by fast performance liquid chromatography (FPLC) on an
anion-exchange column, with a 20-minute linear elution gra-
dient of 0.2M ±0.5M NaCl. Figure 2 shows a typical chromato-
gram of the eluting fractions. We noted that the resolution of the
peaks is clearly dependent on the freshness of the shells. The
chromatograms of extracts from beach-collected shells were less
well resolved as compared to those from shells frozen when
fresh. Each fraction isolated from the FPLC was assayed
separately by using the Falini et. al. system. Only Fraction I
(Figure 2), which eluted at 0.44M NaCl, induced massive
crystallization of pure aragonite in the form of spherulites inside
the chitin framework. Other fractions induced either a mixture of
calcite and aragonite or only calcite formation. In particular, the


Figure 1. Tris-Tricin polyacrylamide gradient gel (10 ± 20%) of the total assembly of acidic macromolecules
extracted from the aragonitic layer of the mollusk Atrina stained with silver nitrate after double fixation with
two reagents (formaldehyde and glutaraldehyde). a) Fixed with formaldehyde overnight before staining.
b) The fixation stage was shortened to one hour. c) Fixation as in (b), stained with Coomassie Blue. The
molecular weight standard mixture used is the broad-range protein standard (Bio-Rad).
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fraction that eluted at the highest concentration of salt (Fraction
J) induced only calcite, as was detected by Raman imaging
spectroscopy and infra red spectroscopy.
In the absence of adsorbed proteins, no crystallization occurs


inside the chitin ± silk substrate, which indicates that aragonite
formation is due to the presence of specific proteins. The
proteins in the aragonite-nucleating fraction were active at a
concentration as low as 20 nmol amino acid mL�1 (according to


Figure 3. Tris-Tricin polyacrylamide gradient gel (10 ± 20%) of the aragonite-
nucleating fraction purified by an anion-exchange column (a) then further
purified on a gel-filtration column (b). Note that in these gels the standard is a
polypeptide molecular weight (MW) standard. The distribution of MW markers is
similar to that of the broad-range standard used in the analysis of the total
assemblage (Figure 1).


amino acid analysis), which is five times less
than the concentration used with the total
protein assemblage adsorbed on the chitin ±
silk substrate (100 nmoles amino acid mL�1).
The amino acid composition of the nucleating
fraction shows that the proteins are composed
of about 50% acidic residues (Asx and Glx), that
is, these proteins are much more acidic than the
total protein assemblage (Table 1). We analyzed
the constituents of the aragonite-nucleating
fraction from the anion-exchange column by
gel electrophoresis (Figure 3a). The nucleating
fraction contains seven different bands in the
range 3 ±30 kD (according to polypeptide mo-
lecular weight standards). In the region be-
tween 14.5 kD and 3.5 kD the gel does not
contain defined bands. Extraction of this region
yielded a protein composed of 17% Asx and
10% Glx. In general amino acid analyses of
different protein bands extracted from the gel
show that the bands that run at the front of the
gel are the most acidic (30% Asx residues).
The aragonite-nucleating fraction was further


purified by gel filtration FPLC (Figure 4) and
each fraction was tested separately with the


crystallization assay. Fraction 1 induced massive crystallization
exclusively of aragonite at concentrations as low as 10 nmol
amino acid mL�1, while Fraction 2 induced formation of very few
aragonite spherulites, and Fraction 4 induced no crystallization.
The amino acid composition of Fraction 1 is very similar to that
of the nucleating fraction isolated from the anion-exchange
column (Table 1). Gel electrophoresis of Fraction 1 (Figure 3b)


Figure 4. Superdex 75 gel filtration chromatographic separation of the ara-
gonite-nucleating fraction (Fraction I in Figure 2). The solid line represents the
absorbance at 220 nm and the dashed line represents the absorbance at 280 nm.
Fraction 1 induced massive crystallization of aragonite alone. Fraction 2 induced
very few aragonite crystals. Fraction 3 cannot be considered a protein since the
ratio of absorbance at 220 nm to that at 280 nm is 1:1. Fraction 4 induced no
crystallization. Fraction 5 is also found in the buffer and is attributed to the salt.
V0� 7 ml.


Figure 2. Mono Q anion-exchange chromatographic separation of the total assemblage of soluble
proteins extracted from the nacreous layer of Atrina. The dashed line represents the salt gradient
applied during the elution (100% NaCl corresponds to a concentration of 2 M). The solid line represents
absorbance at 220 nm. Fraction I induced massive crystallization only of aragonite.
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shows that this fraction contains a major band at 30 kD
(according to polypeptide molecular weight standard) and some
weak bands at lower molecular weight. The gel-filtration step
thus dramatically improved the purification of the aragonite-
nucleating fraction. We are currently trying to obtain the
sequences of the constituents of this unique protein fraction
with proven aragonite-nucleating activity.


Protein function: Characterization of the mineral induced by
the soluble macromolecules in the Falini et. al. assay


The chitin ± silk and acidic macromolecule assembly provides a
reliable assay for testing the ability of protein mixtures or of
isolated protein fractions to induce calcium carbonate deposi-
tion with polymorph control. This in vitro microenvironment
thus enables us to isolate and distinguish between different
components of the organic matrix in terms of their ability to
specifically nucleate aragonite.
In the experiments described here, crystallization was induced


by soluble macromolecules extracted either from the aragonitic
nacreous layer or the calcitic prismatic layer of the mollusk Atrina
by following the procedures used by Falini et al. The mineral
spherulites produced proved to be either calcite or aragonite
when detected by infrared spectroscopy under dehydrated
conditions.[14] In the present study, the spherulites were analyzed
in situ by Raman imaging spectroscopy. The advantage of this
technique is that measurements are performed under hydrated
conditions while the spherulites are still embedded in the chitin
scaffold. While some of these spherulites were already in the
form of aragonite or calcite depending on the macromolecule
source, others were clearly composed of amorphous calcium
carbonate (Figure 5a). The Raman spectrum of amorphous
calcium carbonate shows a relatively sharp peak at 1085 cm�1,
which is also typical of crystalline calcium carbonate. In contrast,
the peak of stable biogenic amorphous calcium carbonate at
1085 cm�1 is relatively broad (Figure 5). The peaks in the region
150 ±250 cm�1, typical lattice frequencies of the crystalline
forms, are however completely absent in the spectrum of
amorphous calcium carbonate. These peaks are substituted by a
broad peak typical of the amorphous phase. The appearance of
these amorphous spherulites changed while the Raman laser
beam was focused on them for a few minutes. When Raman
measurements were subsequently repeated on the same
spherulites that initially produced an amorphous calcium
carbonate spectrum, conversion of the amorphous phase to a
stable crystalline phase was observed (Figure 5b). In most cases
the conversion was to aragonite even in the presence of proteins
from the calcitic layer. The conversion of the amorphous phase
into the crystalline phase has often been observed under the
light microscope. Amorphous calcium carbonate spherulites are
transparent and become opaque with time. Transition of
amorphous calcium carbonate spherulites into a crystalline
phase was also detected when protein fractions purified by
anion-exchange chromatography were adsorbed on the chitin ±
silk complex. However, when synthetic poly(Asp) was adsorbed
on the chitin ± silk complex, only the crystalline form of calcium


Figure 5. Raman spectra of the spherulites that form inside the �-chitin and silk
scaffold. a) Amorphous calcium carbonate spherulites shortly after the crystal-
lization experiment was completed. The spectrum is characterized by a very broad
baseline rise at 150 ± 250 cm�1 and a sharp peak at 1085 cm�1. b) Aragonite
spherulites formed after focusing the Raman laser beam on the initially formed
spherulites analyzed in (a) for a few minutes. The characteristic peaks of this
spectrum are at 206, 703, and 1085 cm�1. c) Control aragonite from Nautilus shell
septa. d) Control stable amorphous calcium carbonate from the antler spicules of
Pyura pachydermatina. Note the broad peak at 1085 cm�1.


carbonate was detected (as shown by Levi et. al.[16] ). Amorphous
calcium carbonate was not observed.
These results indicate that the first mineral deposited in the


chitin ± silk assemblage is amorphous calcium carbonate, and
that this phase transforms into a crystalline phase.


Discussion


The overall aim of this study is to better understand the function
of the acidic proteins during mineral formation in general, and
mollusk shell formation in particular. There are tens of acidic
proteins in mollusk shells,[28, 29] which in this study were observed
in the improved gel electrophoresis results. The functions of
these proteins are related not only to their structures, but
probably also to their neighboring macromolecules and the
microenvironments in which they are located. Testing these
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functions requires an in vitro assay that bears some relation to
the in vivo environment. Thus, relating structure to function for
these unusual proteins is extremely difficult. Here, we report
results on both the purification and characterization of acidic
proteins, as well as results that provide a better understanding of
the in vitro assay system devised by Falini et al.[14]


A key method for protein purification in general is gel
electrophoresis. We show that only when massive and rapid
fixation procedures are used are the acidic macromolecules from
mollusk shells detectable by gel electrophoresis. Furthermore,
Coomassie Blue does not stain these proteins, unless, presum-
ably, they happen to have nonacidic segments. We also note that
the mode of decalcification influences the number of bands
obtained. We used the ion-exchange method for decalcification.
When acetic acid was used to dissolve the mineral, fewer and
less-well-defined bands were observed. The many published
studies of mollusk shell proteins that used gel electrophoresis
are therefore unlikely to be representative of the true diversity of
these important matrix components. Furthermore, in many
reports, the gels are massively overloaded, and the discrete
bands obtained even by Coomassie Blue staining are probably
only minor components.[29] Indeed, most of the sequenced
proteins from mollusk shells were stained by Coomassie Blue
and are not particularly acidic.[20±25] One acidic protein, MSP-1,[19]


has been sequenced. Its sequence contains stretches of non-
acidic amino acids.
Gel electrophoresis, with gels fixed under our new conditions,


showed that the main aragonite-nucleating fraction obtained by
ion-exchange chromatography contained seven bands (not
necessarily seven gene products as migration may be affected
by post-translational modifications). The same fraction, then run
on the gel filtration column, contained one dominant gel elec-
trophoresis band at 30 kD. This result is definitely a significant
improvement in the purification process, which initially involved
tens of proteins of the total assembly. Thus, this new gel
electrophoresis method opens up the possibility of better
characterizing the many different shell matrix proteins. Further-
more, the acidic proteins found by chromatographic methods to
be present in other mineralized tissues may now be more
amenable to characterization by gel electrophoresis. It is inter-
esting to note that, in contrast to almost all other mineralized
tissues studied, to date very few unusually acidic proteins have
been identified in the EDTA extract of bone matrix.[30, 31] The
EDTA extract is the fraction that contains the macromolecules
most intimately associated with the mineral phase. It will be very
interesting to use this gel electrophoresis method to check
whether there are additional hitherto undetected proteins in
bone and other mineralized tissues.
With the new gel electrophoresis procedure in hand, we can


now confirm that the approach originally used by Albeck et. al.[12]


and extended in this study, namely decalcification by use of an
ion-exchange resin, followed by purification first by anion-
exchange chromatography and then by gel filtration, is an
effective means of purification of these proteins. This protocol
also maintains the specific nucleating capability of the purified
fractions by using the Falini assay system. It is therefore of


interest to understand as much as possible about this assay and
its relevance to the in vivo situation.
This assay uses the major components of the mollusk shell


organic matrix. The �-chitin was purified from the pen of the
squid Loligo ; this �-chitin can be considered a nonmineralized
analogue of the shell �-chitin. The silk was obtained from
silkworms. The mollusk silk protein has been sequenced and it is
in fact closer in sequence to spider silk than to that of Bombyx
mori.[21] The acidic proteins were obtained from the mollusk
shell. The amino acid composition of the aragonite-nucleating
fraction obtained during purification shows an increase in Asx
residues compared to the amount present initially. Moreover, as
the purification process progresses, lower protein concentration
is required in order to induce aragonite nucleation, which
indicates that the relative concentration of aragonite-nucleating
protein(s) increases during this process. The arbitrary manner in
which the components are assembled in vitro leaves little doubt
that this system does not closely mimic the in vivo environment
of mineral formation. However, during the formation of aragon-
ite in vitro, the first mineral formed is amorphous calcium
carbonate (ACC) and not aragonite. The ACC then transforms
into aragonite. Furthermore, the Raman peak of the transient
ACC at 1085 cm�1 is narrow, as compared to the same peak of
stable biogenic ACC (Figure 5).
Weiss et al.[32] reported that this same series of events occurs


during the formation of the larval mollusk shell in vivo. The
transient ACC phase of the larval shells also has a narrow
1085 cm�1 peak. It is not known, as yet, whether ACC is a
transient precursor phase in the formation of the adult shell. ACC
has been found in the formation of the sea urchin larval
spicule,[33] where it too has a narrow 1085 cm�1 peak. It has been
shown that this form of ACC in the sea urchin larvae does not
contain water.[34] As the echinoderms and mollusks are on two
different branches of the animal phylogenetic tree, this could
imply that the phenomenon is widespread. If this is indeed the
case, then the Falini et. al. assay resembles the in vivo situation to
a greater extent than we previously thought. Formation of
amorphous calcium carbonate is induced in the chitin ± silk assay
by Asp-rich proteins. This may imply an additional role for Asp-
rich proteins in the formation and stabilization of the transient
amorphous phase. However, since all nacre protein purified
fractions induce the formation of ACC, this phenomenon cannot
be attributed to a specific fraction.
Levi-Kalisman et. al.[35] suggested that the silk in the nacre


organic matrix is in the form of a hydrated gel. In this form, the
silk could conceivably be involved in the formation of the
amorphous calcium carbonate precursor phase since it could
create the microenvironment, including the supersaturation,
which is essential for the formation of the amorphous phase.
Stable amorphous calcium carbonate is known to be associated
with Glu-rich macromolecules.[6]


Concluding Remark


The challenge of linking function to specific macromolecular
constituents of the organic matrix of mineralized tissues is
daunting. On the one hand, demineralization and purification
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can affect function, and on the other hand, function needs to be
assessed in a complex microenvironment that resembles the in
vivo environment. Here we show one approach whereby, for the
mollusk shell at least, these difficult and often contradictory
requirements can be met.


Experimental Section


Materials and equipment : The water used in all experiments was
ultrapure water filtered through a Milli-Q column supplied by
Millipor (Bedford, MA, USA). Fresh shells of the bivalve Atrina rigida
from the east coast of Florida were purchased from Gulf Specimen
Marine Laboratories, Inc. (Panacea, FL, USA). Dialysis tubes (Cell-Sep,
T1, MWCO�3500, diameter�46 mm) were purchased from Mem-
brane Filtration Products, Inc. (Seguin, TX, USA). Protease inhibitor
cocktail tablets, Cimplete, were obtained from Roch Molecular
Biochemicals (Mannheim, Germany). Cation-exchange resin, Dowex
50� 8, mesh 50±100, was purchased from Sigma±Aldrich (Rehovot,
Israel). Polyacrylamide Tris-Tricine 10 ± 20% gradient gels were
bought from Bio-Rad Laboratories (Hertfordshire, UK). Gels were
run on a Mini-protean 3 apparatus from Bio-Rad Laboratories. Gel
standards were either polypeptide SDS-PAGE molecular weight
standard or broad-range prestained SDS-PAGE standard purchased
from Bio-Rad Laboratories. All the solutions for gel staining were
prepared with materials purchased from Sigma±Aldrich (Rehovot,
Israel). Gel drying films were obtained from Promega (Madison, WI,
USA). CaCl2 was obtained from Merck (Darmstadt, Germany).


Raman experiments were performed with a Renishaw Raman
Imaging microscope (New Mills, UK). Protein purification was
performed on an Akta-FPLC system purchased from Amersham
Pharmacia Biotech (Piscataway, NJ, USA). Anion-exchange chroma-
tography separation was performed on a Mono Q HR 5/5 column
obtained from Amersham Pharmacia Biotech (Piscataway, NJ, USA).
Gel filtration separation was performed on a Superdex 75 HR 10/30
column from Amersham Pharmacia Biotech. Trizma base reagent for
chromatographic separation was purchased from Sigma±Aldrich
(Rehovot, Israel). NaCl purified for HPLC was purchased from BDH
(Poole, UK). Buffers were filtered through disposable 0.22-�m filters
from Corning Incorporated (Acton, MA, USA). Proteins were con-
centrated before loading onto gels by using a PAGEprep kit
purchased from Pierce (Rockford, IL, USA).


Shell preparation : Shells of the bivalve mollusk Atrina rigida were
stored dry at �20 �C. The outer calcitic prismatic layer was
mechanically separated from the inner aragonitic layer (nacre). Each
layer was washed over night with 10% ammonium hydroxide
solution followed by extensive washes with water. The shell layers
were then ground to a fine powder with an electrical grinder.


Protein extraction : In general, the protein extraction procedure
described by Albeck et. al. was followed.[12] Specifically, the ground
shell powder was poured into dialysis tubes and suspended in water
(50 mL per 2 g ground shell). One tablet of protease inhibitor cocktail
was added to 50 mL water. The sealed dialysis membranes were
placed in glass cylinders (34� 4.5 cm). About one quarter of the
cylinder, outside the dialysis membrane, was filled with prewashed
cation-exchange resin and water was added to fill the cylinder. The
cylinders were closed with rubber stoppers at both ends and rotated
slowly and continuously in a propeller-like mode at room temper-
ature to keep the resin and the shell in suspension. The water outside
the dialysis bag was changed twice a day. Complete decalcification of
2 g shell was achieved in 4 days and the absence of mineral was
confirmed by infrared spectroscopy. The contents of the dialysis tube


were then extensively dialyzed against water for an additional 2 days.
The resulting soluble and insoluble materials inside the dialysis tube
were separated by centrifugation (ultracentrifuge 45000 rpm, 1.5 h,
4 �C). The soluble material (30 mL) was concentrated by lyophiliza-
tion to a final volume of 2 mL. This protein extraction process was
performed in parallel with as many as 9 cylinders, each containing
2 g ground shell. The resulting lyophilized material from all the
cylinders was combined and diluted with water (to a total volume of
40 mL) in order to proceed directly to protein purification and
characterization. Protein activity and purification are dependent on
the freshness of the proteins as well as on the freshness of the shells.
The protein concentrations of the macromolecule solutions were
determined by amino acid analysis.


Amino acid analysis : Aliquots of the soluble protein solution were
lyophilized and hydrolyzed under HCl (6M) vapor in vacuo for 24 h.
Following evaporation of HCl, the hydrolysates were analyzed with
an automatic amino acid analyzer (HP Aminoquant system).


Crystal growth experiments and analyses : Soluble proteins, either
the total macromolecule assemblage or the fractions obtained after
each purification step, were adsorbed on �-chitin and silk substrate
and crystallization was induced as described elsewhere.[14, 16] The
crystals were characterized by FTIR spectrometry (described in Levi
et. al.)[16] and by Raman imaging spectroscopy.


Raman spectroscopy: Pieces of chitin (�0.5 cm2) containing embed-
ded CaCO3 spherulites, were placed on glass slides directly after
crystallization. The chitin was suspended in CaCl2 solution (10 mM) to
keep it wet and care was taken to keep the samples hydrated at all
times. The spherulites inside the chitin were observed with a Leica
microscope at a magnification of 50� by using reflected white light.
After focusing at the center of the spherulites, the light source of the
microscope was transferred to a diode laser (780 nm). The sample
was scanned for 10 s in the range 100 ±1200 cm�1 with a Raman
imaging microscope. The Raman laser beam was then focused on
the same spherulites at the same location for two additional minutes
and changes in the spherulite internal texture were observed with
reflected white light, after which a second Raman spectrum was
obtained under the same conditions as used for the initial measure-
ment. In order to ensure that the organic matrix does not contribute
to the spherulite spectra, spectra of �-chitin and silk were taken
separately as controls.


Polyacrylamide gel electrophoresis of proteins : Tris-tricine ready-
to-use Minigels of 10 ± 20% polyacrylamide gradient were used.
Usually 1 ± 10 �g proteins were applied per gel lane. The gels ran at
100 V for 1.5 ± 2 h and were developed by silver staining.


Silver staining procedure: Fresh solutions for staining were prepared
daily (500 mL). The silver nitrate solution in particular must be
prepared immediately before use. The silver nitrate procedure used
here is very sensitive, in particular to nonacidic proteins. It is thus
sufficient to load as little as 0.5 �L protein standard onto a gel.
Immediately after running, the gel was immersed for 1 h in the first
fixative solution, which contained methanol (50%), acetic acid (12%),
and formaldehyde (18%). This step, as well as the entire staining
procedure, was performed on a rocking table. The gel was then
immersed for 30 min in a second fixative solution containing
glutaraldehyde (10%), followed by washing in ethanol solution
(50%; 3� 20 min). The gel was transferred to Na2S2O3 solution (5 ml
of an 80-mM stock solution diluted to 0.5 L) for 1 min and washed
3 times with a small volume of water for 20 sec each time. The
impregnation step was performed by treatment with freshly made
solutions containing AgNO3 (1 g) and formaldehyde (18%) for
20 min. The gel was rinsed in water twice (20 seconds) and
developed in a solution containing Na2CO3 (30 g), formaldehyde
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(18%), and Na2S2O3 (100 �L of an 80-mM stock solution) until bands
started to appear. This developing step was performed above a light
table and followed by quick washing with water (2� ) as soon as
faint bands started to appear. The bands become more intense
during washing. Staining was stopped by immersion in a solution
containing methanol (50%) and acetic acid (12%) for 10 min. The gel
was kept in a methanol solution (50%) and transferred to water for
1 h before drying between nitrocellulose sheets.


FPLC separation of the macromolecular ensemble : High-perfor-
mance liquid chromatography was carried out with an FPLC system
at 4 �C. All buffer solutions for the separations were filtered before
use. The sample solutions were centrifuged (3500 rpm, 10 min, 4 �C)
before injection. Monitoring was performed at 220 nm rather than
280 nm because of the low aromatic content of the proteins.


Anion exchange : The first purification step was performed on an
anion-exchange Mono Q column HR 5/5. The solution of macro-
molecules was diluted 1:2 in Tris base (20 mM, pH 8.2), glycerol (5%),
and dithiothreitol (0.1 mM). The column was equilibrated for 5 min
with buffer (20 mM Tris base, pH 8.2), followed by elution with NaCl
(0.2M) for 1 min (first step), then with an NaCl gradient (0.2 ± 0.5M) for
25 min. The column was washed with NaCl (2M) for 5 min followed by
re-equilibration with Tris buffer for 10 min. The protein fractions were
collected by hand at a flow rate of 1 mLmin�1.


Gel filtration : Fraction I was concentrated under vacuum (Speed-vac
concentrator, Savant) to a final volume of 200 �L and injected directly
into a gel-filtration Superdex 75 column. The proteins were eluted at
a flow rate of 0.5 mLmin�1 by using an isocratic run with buffer
(pH 8.2) containing Tris (50 mM) and NaCl (0.1M). The fractions were
extensively dialyzed against water.


In order to avoid protein adsorption to dialysis tubes or vials (which
is typical of these acidic proteins), the fractions were desalted and
concentrated by using a PAGE prep kit (Pierce) prior to character-
ization by gel electrophoresis. Low protein absorbance onto the
resin in the kit was confirmed by comparing the yields of dialysis and
Speed-vac concentration.
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Glycosyltransferases have become powerful tools for the syn-
thesis of oligosaccharides through their strict control over the
stereo- and regioselectivity of glycosidic bond formation.[1] One
major drawback of glycosyltransferases in synthesis is their
limited availability. One alternative to overcome this problem is
the cloning and over-expression of bacterial glycosyltransfer-
ases[2] . However, when a heterologous protein is overexpressed
in E. coli, misfolding and aggregation frequently occurs, which
drives the recombinant protein into inactive aggregates known
as inclusion bodies (IB). One possible and attractive strategy to
avoid the formation of IBs is to increase the cellular levels of
molecular chaperones.[3] Chaperonins are able to mediate ATP-
dependent folding of polypeptides into the native folded state.[4]


GroEL from E. coli is the best characterized chaperonin and its
function is dependent on the cochaperonin GroES.[5]


Once the recombinant enzyme has been successfully pro-
duced, it is necessary to face the downstream process for its
purification. If the recombinant enzyme preparation is to be
used as a biocatalyst, the required degree of purity may be
achieved by one chromatographic step. Immobilized metal ion
affinity chromatography (IMAC)[6] can also be used for enzyme
immobilization,[7] since the adsorption of the protein onto the
chromatographic resin is not achieved through the enzyme
active center.
Recently we overexpressed the enzyme �-1,6-fucosyltransfer-


ase (�-1,6-FucT) from Rhizobium sp. in E. coli.[8] In this heterol-
ogous system the enzyme was mainly expressed as IBs. Several
attempts to refold the recombinant enzyme in vitro were
unsuccessful. Additionally, the enzyme expressed in soluble form
showed only poor stability, mainly because of enzyme precip-
itation. Rhizobium sp. �-1,6-FucT has a transmembrane-like
region of 19 amino acids (aa) close to the C-terminus of the
enzyme. The influence of this region on the misfolding and on
the instability of the recombinant �-1,6-FucT was demonstrated


with a deletion mutant in which a 65-aa C-terminal fragment
including the transmembrane-like region was removed.[9]


Here we report the optimization of the production, purifica-
tion, and stability of the wild-type �-1,6-FucT from Rhizobium sp.
We have studied the effect of coexpression of the molecular
chaperone system GroEL/GroES on the yield of soluble recombi-
nant enzyme, the one-step purification/immobilization of the
His-tagged �-1,6-FucT on Ni2�-IDA-agarose (IDA� iminodiacetic
acid), and the activity and stability of the immobilized enzyme in
the fucosylation reaction of chitobiose.
To increase the cellular levels of molecular chaperones, the


plasmids pAG,[10] which contains the groEL/groES genes, along
with pKK1,6FucT[8] were used to cotransform XL1Blue-MRF� cells.
Supplementation with GroEL/GroES strongly increased the
correct folding of the transferase. Thus, the activity of the
soluble fucosyltransferase per liter of culture (6.0 UL�1) was
almost twice as high as that found when pKK1,6FucT was
expressed alone (Table 1). The effect of overexpression of the
chaperonins GroEL/GroES per unit of biomass is even higher
than that calculated per liter of culture since the final optical
density reached by the culture in the presence of pAG was about
30% lower than that reached in its absence (Table 1).
For the purification of the soluble �-1,6-FucT we tried an


approach based on the use of dye-affinity systems.[11] We were
able to obtain the recombinant enzyme in high purity, but the
enzyme was precipitated and inactive after elution from the
column. In view of these results, we decided to sub-clone �-1,6-
FucT in the pRSET plasmid in order to tag the fucosyltransferase
with a polyhistidine tail at the N terminus. The resulting
pRSET�1,6FucT plasmid was transformed into BL21(DE3) pLys
cells and cotransformed, along with the pAG plasmid, in
BL21(DE3) cells. The expression of �-1,6-FucT in BL21(DE3) pLys
cells was analyzed after induction with isopropyl-�-D-thiogalac-
topyranoside (IPTG) at 30 �C. The activity found for the soluble
fucosyltransferase (1.3 UL�1, Table 1) was lower than in the
system pKK1,6FucT/XL1Blue-MRF�. However, analysis of the
expression by SDS-PAGE (Figure 1) showed that the total amount
of recombinant enzyme expressed (in soluble form and as IBs)
was much higher than in the previous expression system. In the
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Table 1. Activity of soluble �-1,6-FucT in the presence or absence of the
GroEL/GroES chaperonin system.


FucT/Chaperone Induction T [�C] Final O.D. Activity [UL�1][a]


FucT 30 3.2 3.4
FucT/GroELS 30 2.2 6.0
His-Tagged FucT 30 3.1 1.3
His-Tagged FucT/GroELS 30 3.4 2.3
His-Tagged FucT 18 2.7 0.8
His-Tagged FucT/GroELS 18 2.4 8.0


[a] The activity was measured at 25 �C for 20 min in a final volume of 0.3 mL,
which contained 12 mM Hepes (pH 7.7), 50 mM KCl, 6.5 mM MgCl2 , 0.7 mM
PEP, 0.2 mM NADH, 6 U pyruvate kinase, 13 mU lactate dehydrogenase,
100 �M chitobiose, and 52 �M GDP-Fucose. The assay was initiated by
addition of 15 �l CFE and the decrease in the absorbance at 340 nm was
monitored. Hepes�N-2-hydroxyethylpiperazine-N�-2-ethanesulfonic acid,
PEP�phosphoenolpyruvic acid, NADH�nicotinamide adenine dinucleo-
tide (reduced form).
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Figure 1. SDS-PAGE analysis[13] of pKK1,6FucT and pRSET1,6FucT expression.
Lane 1: molecular weight markers (rabbit muscle phosphorylase b, 97 kDa;
bovine serum albumin, 66 kDa; chicken egg white ovalbumin, 45 kDa; bovine
erythrocyte carbonic anhydrase, 30 kDa); lane 2: soluble fraction of XL1-Blue MRF�
cells harbouring the pKK1,6FucT plasmid; lane 3: inclusion bodies of XL1-Blue
MRF� cells harbouring the pKK1,6FucT plasmid; lane 4: soluble fraction of
BL21(DE3) pLys cells harbouring the pRSET1,6FucT plasmid; lane 5: inclusion
bodies of BL21(DE3) pLys cells harbouring the pRSET1,6FucT plasmid. H-T FucT�
histidine-tagged �-1,6-FucT.


case of the BL21(DE3) cells, the increased level of intracellular
chaperonins resulted in a significant increase of activity of the
soluble �-1,6-FucT (2.3 UL�1, Table 1). Despite the effect of the
molecular chaperones, the major portion of the recombinant
enzyme remained insoluble. Our next approach to optimize the
yield of properly folded �-1,6-FucT was to reduce the growth
temperature of the culture to 18 �C. It is well documented that by
lowering the cultivation temperature protein aggregation is
reduced.[12] In our case, when �-1,6-FucT was expressed at 18 �C
in the absence of the pAG plasmid the production of soluble
recombinant enzyme was not improved but decreased to
0.8 UL�1, although the cell growth rate was also reduced
(Table 1). When GroEL/GroES were coexpressed with the fuco-
syltransferase at 18 �C the activity of the soluble �-1,6-FucT was
increased to 8.0 UL�1 (Table 1). This 10-fold increment was much
higher than that induced by the same chaperonins at 30 �C,
either when �-1,6-FucT was expressed in the pKK223-3 plasmid
or in the pRSET plasmid.
For the purification of the soluble histidine-tagged �-1,6-FucT


we used agarose gels with high concentrations of Ni2� (20 ±
35 �molmL�1 gel) immobilized through IDA ligands. A crude
preparation of H-T FucT was directly loaded onto the Ni2�-IDA-
agarose column. Figure 2 shows that the H-T FucT was retained
by the Ni2�-IDA-agarose in a very selective way (Figure 2, lane 4).


Figure 2. SDS-PAGE for the immobilization/purification of H-T FucT. Lane 1:
molecular weight markers as in Figure 1; lane 2: cell free extract (CFE) of
BL21(DE3) cells harbouring the pRSET1,6FucT plasmid; lane 3: CFE after passing
through an Ni2�-IDA-agarose column; lane 4: Ni2�-IDA-agarose gel after His-
tagged FucT immobilization.


The activity of the immobilized �-1,6-FucT was 180 ±217 mU per
gram of gel, with a specific activity of 75.6 mU per milligram of
protein. The stability of the immobilized FucT was measured at
4 �C and compared with that of the purified and crude enzyme
(Figure 3). The immobilized enzyme was significantly stabilized,
with a half-life of 15 days.
Finally, the synthetic utility of the immobilized enzyme was


tested in the fucosylation of chitobiose 2 (Scheme 1). The use of


Figure 3. Stability at 4 �C of the immobilized H-T FucT (�), purified H-T FucT (�),
and CFE of BL21(DE3) cells harbouring the pRSET1,6FucT plasmid (�). Immobilized
fucosyltransferase was incubated in phosphate buffer (10 mM, pH 7.4) at 4 �C
without stirring. At various times, aliquots were taken and assayed for activity.
The spectophotometric activity assay for the immobilized FucT was performed
whilst stirring the sample. The effect of the Ni2�-IDA-agarose gel on the activity
test was evaluated in an assay where the FucT was omited, which showed that
the presence of the matrix does not affect the assay.


Scheme 1. Fucosylation of N,N�-diacetylchitobiose (2) using GDP-Fucose (1) as the fucose donor, catalyzed by immobilized H-T FucT. GDP-Fucose (1; 14.0 �m, 6.0 mg)
was incubated with 2 (4.7 �m, 3.0 mg) and Mn2� (10 mM) in the presence of the immobilized enzyme (0.7 g, 0.2 Ug�1 gel) at 25 �C for 6 h.
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The selective degradation of proteins by proteinases is an
integral regulatory process that supplements and complements
the regulation of expression-controlled protein concentrations.
Recently several regulatory proteinase systems have been
implicated in functions as diverse as the pathogenesis of
Alzheimer's disease[1] or arteriosclerosis[2] through to the facili-
tation of synaptic processes in the brain.[3] Proteinase-activated
receptors constitute a family of G-protein-coupled receptors that
are uniquely activated, or indeed deactivated, through partial
degradation by extracellular serine proteinases.[4, 5]


The likelihood of the existence of many more unknown
regulatory proteinases has highlighted the need for probes that
will explore therapeutic potential.[6] Although the selective
destruction of proteins by proteinases is a widespread process
in nature, the design of de novo degradative systems that can
uniquely accomplish elimination or control of the function of a
preselected specific target protein has provided a formidable
challenge. Pioneering work by Wilchek and co-workers[7] in 1990
explored the possibility of avidin ± biotin induced affinity
cleavage of streptavidin protein targets by proteinases bearing
biotin as a targeting ligand. However, this work showed that
indiscriminately biotinylated proteolytic enzymes were not only
unable to cleave the avidin protein target but were even less


the immobilized enzyme has several advantages over the use of
the soluble one; it allows shorter reaction times because of the
higher concentration of the enzyme, the final yield (98%) is
higher, and the work-up is much easier because the biocatalyst
can be removed by simple filtration.
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active towards avidin than unbiotinylated enzyme.[7] Thus,
uncontrolled positioning of multiple biotin-targeting ligands
created an unwanted blocking rather than an enhancing ef-
fect.[8]


We report here examples of chimeric proteinases that
successfully target and degrade preselected proteins by using
appropriate low-molecular-weight ligands (the targeting ligand)
that bind to the protein (the target) at its functionally relevant
site. In this strategy, the appropriate ligand acts as a homing
device to confer and enhance selectivity of up to over 350-fold in
a generic process that exploits the intrinsic, ligand-recognition
capabilities of the protein target to trigger its own destruction. In
this two-component process, the targeting ligand moiety first
acts analogously to a classical antagonist to bind the target
protein, and the target protein is then catalytically degraded by
the attached proteinase moiety (Figure 1a). Since there are
already well-documented and readily-available ligands suitable
for use as targeting ligands for many proteins, this strategy
allows facile design of, and access to, such chimeric proteinases
without the need for extensive protein re-engineering for each
new application. The net effect, shown here for three important
protein classes, is to create powerful molecules that approach
the ideal of catalytic antagonists (CAs), that is, enzymes that
selectively destroy protein function.


Chimeric proteinases consisting of a targeting ligand cova-
lently-linked at or near to the substrate-binding site of the


proteinase were constructed. This was achieved by introducing a
cysteine residue at a preselected position by site-directed
mutagenesis, followed by chemical modification of the newly-
introduced thiol side chain with MTS reagents[9] to create
chemically modified mutant enzymes[10, 11] (Figure 1a). The
resulting chimeric proteinase construct combines the advan-
tages of the binding ability of low-molecular-weight antagonists
with the catalytic degradative hydrolytic activity of proteinases.
Accordingly, these constructs may be viewed as ligand-targeted
proteinases that act as CAs.


For our study, we selected the serine proteinase subtilisin from
Bacillus lentus[12] (EC 3.4.21.62, formerly EC 3.4.21.14) as the most
suitable demonstration enzyme model. SBL displays functional
similarity to regulatory proteinases and indeed is a member of
the same S8 peptidase family as the regulatory serine proteinase,
subtilisin convertase furin.[13, 14] In addition, SBL has been well
characterized,[15] possesses a broad substrate specificity, its
crystal structure is known,[16] and, importantly for our purposes,
it contains no natural cysteine residues. Highly thiol-selective
MTS reagents therefore react only with the cysteine residue that
is introduced by mutagenesis.


Five active-site-region attachment sites for the targeting
ligand were selected and surveyed: Asn62, Ser101, Ser156,
Ser166, and Leu217 (Figure 1b). Collectively, these allowed us to
position the targeting ligand at different points around the
radius of the active site ™mouth∫ of the CA. Each of these wild-


Figure 1. a) The concept of a catalytic antagonist (CA) and its creation. The thiol group of single-point cysteine subtilisin (from Bacillus lentus; SBL) mutants is
chemoselectively modified with targeting ligand (L) by using the appropriate methanethiosulfonate (MTS) reagent (1 ±3 in this study) to give a CA. For example, L-MTS
� S156C subtilisin can be used to create CA S156C-L. The target protein (TP) binds L at its complementary site, thereby juxtaposing the TP and the active site of the SBL
chimera. By virtue of this proximity, enhanced CA-catalyzed hydrolytic degradation of TP ensues. The structures of the MTS reagents, which contain natural ligands or
inhibitors, used to introduce L and their corresponding TPs are shown in the box; b) The five positions (blue), Asn62, Ser101, Ser156, Ser166, and Leu217 in SBL selected for
attachment of targeting ligands. The residues that form the catalytic triad, Asp32, His64, Ser221, are colored red.
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type (WT) residues was replaced by a cysteine residue. Then SBL-
based CAs bearing targeting ligand moieties attached at each of
these positions were created by using the MTS compounds 1 ±3
to modify the introduced cysteine thiol group in the desired
manner (Figure 1a). In this way, CAs designed to target a binding
protein (avidin), a lectin (concanavalin A, con-A), an antibody
(IgG), and an enzyme (horse liver alcohol dehydrogenase,
HLADH) were created. All of the CAs prepared were active
proteinases, with values of kcat/KM (catalytic rate constant/
Michaelis constant) towards the standard small substrate amide
sucAAPFpNA in the range 22.7 ± 115.0 s�1mM�1, compared with
209 s�1mM�1 for the WT enzyme.


We chose avidin, with its strong affinity for the small ligand
biotin, as a representative binding protein target. In addition, the
prior difficulties in enhancing protein degradation encountered
by Wilchek and co-workers with biotin as a targeting ligand[7]


made this a suitably challenging benchmark system. Biotin ±MTS
(1, Figure 1a) was used to introduce the biotin targeting ligand
to prepare the corresponding biotinylated CAs. HABA±avidin
(HABA�2-(4'-hydroxyazobenzene)benzoic acid) titration[17] with
the resulting CAs demonstrated that S156C-biotin had the
highest affinity for avidin (apparent dissociation constants, KD :
S156C-biotin, 1.1�10-15M; N62C-, S166C-, L217C-biotin, 1.1 ±
1.4� 10-13M). The ability of these CAs to degrade avidin
correlated well with this affinity. S156C-biotin (Figure 2a) gave
the most pronounced results, with a 5.2-fold higher rate of
degradation of the protein target avidin compared to untar-
geted, native SBL. This degradation pattern for large proteins
contrasts sharply with earlier studies[18] in which modification at
position 156 had little or no effect on intrinsic, small substrate
specificities. All biotinylated CAs degraded avidin more rapidly
(1.3- to 5.2-fold enhanced degradation) than untargeted WT SBL.
However, consistent with its high affinity for its target, S156C-
biotin CA displayed the highest selectivity for the target over a
decoy. In the presence of an equimolar concentration of decoy
protein (disulfide scrambled RNase-A), the parent WT SBL
showed a 2.6-fold increase in degradation fragment peptide
release rate relative to the amount seen when only avidin was
present in the assay solution. This increase in peptide fragment
concentration was attributed to additional peptidal material
from decoy degradation.[19] This result was qualitatively con-
firmed by a Western blot probed with antiribonuclease-A. In
contrast, a virtually negligible increase was observed for the
avidin-targeted S156C-biotin CA in the presence of an equimolar
concentration of decoy, or even when challenged with a fivefold
excess of decoy. Taken together, the increase in activity (5.2-fold)
and the very small relative rate of decoy peptide degradation for
S156C-biotin (0.014� rate of degradation of untargeted WT-
SBL) represent a selectivity enhancement of more than 350-fold.
The enhanced degradative activity of S156C-biotin was un-
equivocally confirmed by using polyacrylamide gel electropho-
resis (PAGE) time course monitoring (Figure 2b). The actions of
untargeted WT-SBL and S156C-biotin were also compared. In the
presence of S156C-biotin, marked degradation of the avidin
band (20000 MW) was observed within 15 min. Corresponding
densitometry data from the gel confirmed similar rate enhance-
ments to those observed by monitoring low-molecular-weight


Figure 2. Targeted avidin destruction as measured by (a) peptide production and
(b) SDS PAGE. a) The degradation of avidin by targeted S156C-biotin (red) or
untargeted WT SBL (green) as determined by the creation of protein fragments
(�3000 MW) as a function of time in the absence (open symbols and dashed
lines) or presence (closed symbols and solid lines) of decoy protein (disulfide
scrambled RNase-A). b) Degradation of avidin in the presence of untargeted SBL
or S156C-biotin as a function of time. After incubation for 15 min, 45 min, 2 h, and
5 h, samples were inhibited with phenylmethylsulfonyl fluoride then boiled in the
presence of SDS and subjected to SDS-PAGE. The upper band (27000 MW) is
untargeted WT SBL (�) or S156C-biotin (�), while the lower band (20000 MW)
indicated with an arrow is that of the avidin target (Lane 9� avidin control).
Elimination of the avidin band is seen for samples incubated with S156C-biotin
and little or no diminution of the avidin band is detected for even the longest
incubation with untargeted WT SBL (Lanes 1 ± 8).


fragments. In contrast, the avidin treated with untargeted WT-
SBL was virtually unaffected even after 5 h.


To explore the ability of this method to retarget the same
proteinase SBL to another binding protein target, we equipped
the proteinase with a D-mannose targeting ligand by using D-
mannose-MTS (Compound 2).[20] The S156C-mannose CA cre-
ated showed enhanced degradation of its new protein target,
the mannose-binding lectin concanavalin A. In this case, the
somewhat lower levels of enhancement of degradation (only 1.3-
fold enhanced over untargeted WT SBL) and more modest levels
of selectivity (1.5-fold) that were observed compared to the
system with avidin were in accord with the lower affinity
that lectins display for single monosaccharide ligands (typical
KD�10-3M).


Immunoglobulin targeting was then examined. Selective
reduction of levels of particular immunoglobulins is an attractive
approach to the treatment of allergenic responses[21,22] and for
the prevention of hyperacute rejection following xenotransplan-
tation.[23] The biotinylated CAs described above were readily
extended to the targeting of a model monoclonal antibiotin-IgG.
Enzyme-linked immunosorbent assay (ELISA)[24] was used to
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evaluate the binding of each biotinylated CA. As for avidin
targeting, the S156C-biotin CA had the highest affinity for IgG
(KD� 4�10-8M). Moreover, the targeted degradative activity of
S156C-biotin towards antibiotin-IgG was similar to that seen for
the degradation of avidin. Both with and without decoy protein,
the degradation of antibiotin-IgG was enhanced 3.5-fold.
Pretreatment of antibiotin-IgG with biotin prior to the addition
of S156C-biotin CA yielded intact IgG with preserved binding
function. This protective effect of biotin provided confirmation
that biotin binding to the recognition site of the target is indeed
the primary targeting interaction of this CA.


We next evaluated the abilities of CAs to target and destroy a
single enzyme in the presence of other enzymes or proteins. As
the molecular targets for most current small-molecule thera-
peutics, enzymes arguably represent the most therapeutically
immediate class of protein targets and consequently offer the
widest range of potential targeting ligands. We chose horse liver
alcohol dehydrogenase as a model enzyme target, and its
competitive inhibitor, 4-hexylpyrazole (inhibition constant, KI�
10-8M),[25] as the targeting ligand. 4-Hexylpyrazole-MTS (3) was
used to precisely construct N62C-, S101C-, S156C-, S166C- and
L217C-pyrazole CAs. Consistent with our other results (see
above), the S156C-pyrazole CA (KD� 10-10M) was the most
effective HLADH-degrading CA. The redox activity of HLADH
was used as an excellent measure of protein functional integrity.
While HLADH function decreased by only 12% in 3 h in the
presence of untargeted WT SBL (Figure 3a), HLADH activity was
more severely reduced (88% loss of activity) in the same time
period in the presence of the targeted S156C-pyrazole CA.


Figure 3. Enhanced destruction of HLADH. a) The degradation of enzymatic
activity of HLADH alone (� HLADH, dashed lines and open symbols) or in a
mixture with a second, decoy enzyme BG (� HLADH � BG, solid lines and closed
symbols) by targeted S156C-pyrazole (red) or untargeted WT SBL (green). b) The
enzymatic activity of BG in a two-protein mixture of HLADH � BG degraded by
targeted S156C-pyrazole (red) or untargeted WT SBL (green).


To evaluate the degree of selectivity of this enhanced
degradation in the presence of other enzymes, these experi-
ments were repeated with a mixture of the HLADH target and
carbonic anhydrase.[26] Over 3 h, HLADH was again nearly
completely degraded, while carbonic anhydrase was unaffected.
Since, carbonic anhydrase is inherently highly resistant to
proteolysis we also decided to evaluate a much more sensitive,
and therefore testing, decoy enzyme. Accordingly, we evaluated
�-galactosidase (BG) from bovine liver as a more challenging
decoy,[26] as it is a far less robust enzyme and is therefore a more
facile substrate for untargeted WT SBL.[27] This greater suscept-
ibility of BG to degradation by SBL was confirmed in the protein
mixture (Figure 3b) and, correspondingly, the hydrolysis of
HLADH by untargeted WT SBL in the presence of the decoy
BG, was simultaneously reduced (Figure 3a). From this result we
conclude that BG is a more attractive substrate than HLADH for
untargeted WT SBL and that, in the two-enzyme mixture
untargeted WT SBL opportunistically hydrolyzes BG as a com-
peting substrate in preference to HLADH. Despite this intrinsi-
cally biased situation, incubation of the same mixture with
targeted S156C-pyrazole CA still shows a significant increase in
the overall degradation of HLADH relative to untargeted WT-SBL
(88% degraded after 3 h as compared with 3% for untargeted
WT SBL; Figure 3a). It is noteworthy that the S156C-pyrazole CA
not only degrades HLADH to a much greater extent, but at the
same time shows reduced degradation of BG (63% of the
degradation achieved by untargeted WT SBL) compared to
untargeted WT-SBL (Figure 3b).[28] Taken together, the enhanced
HLADH degradation (29.3-fold) and reduced BG degradation
(0.63�degradation by untargeted WT-SBL) represents a 45-fold
overall enhancement in selectivity with the CA.


The current results represent a significant advance in ligand-
targeted degradation. This is the first demonstration of a novel,
simple, and generally applicable affinity cleavage strategy: use of
catalytic antagonists. A low-molecular-weight targeting ligand
(antagonist) locks the active site region of a proteinase (catalyst
of destruction) in close proximity to the specific recognition site
of a target protein. This focuses the degradative activity of the
proteinase on a juxtaposed target that is not its preferred
substrate. Correct positioning of the targeting ligand on the
proteinase is critical. Indiscriminate positioning fails.[7] In all
examples studied so far, attachment of the targeting ligand at
position 156 gave the best results. This engineered enzymatic
degradation of a preselected protein target has been achieved
with more than 350-fold enhanced selectivity compared to
untargeted degradation.


The mode of action of CAs is catalytic[29] (Figure 1) since once
the ligand-binding site of the target protein has been sufficiently
degraded, the CA becomes free to seek-and-destroy additional
targets. The method utilizes easily prepared reagents and is
potentially unlimited in the scope of degradative enzymes or
targeting ligands that could be conjugated. The ease with which
any CA can be redirected at will towards a selected target by
simply retooling the enzyme with an alternative appropriate
targeting ligand provides a variety of therapeutic opportunities.
The advantages of CAs, such as enhanced activity and improved
target discrimination, allowed the targeted destruction of
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The idea that enzymes catalyze chemical reactions by binding
transition states tightly has provided an important basis for
generating molecules with catalytic activity.[1a] The diverse


proteins from three important classes: binding proteins, immu-
noglobulins, and enzymes.


Design of therapeutic CAs would, of course, necessitate the
selection of the most pharmaceutically effective, nonallergenic
hydrolytic enzyme possible but such therapeutics could be
administered at substoichiometric levels at potentially lower
dosages than normally required for a similar drug. Our results are
highly encouraging and represent steps towards therapeutically
viable selectivity; further enhancement is an important goal.
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activities of antibodies and other molecules programmed with
transition-state analogues to bind transition-state-like entities
tightly has provided proof of this concept. However, in most
cases the activities of these catalysts fall short of their natural
counterparts, which perform analogous reactions. For example,
the use of phosphonate antigens has generated antibodies with
hydrolytic properties, but their activities are low even when
compared to mutant hydrolases that have much of their catalytic
machinery removed.[1b,c] Thus, the connection between the tight
binding of a transition-state analogue and potent catalytic
activity must be more complex than generally appreciated.


Here we examine the relationship between the binding of
transition-state (TS) analogues and the stabilization of the TS by
the hydrolytic antibody 17E8. 17E8 catalyzes the hydrolysis of
the phenyl esters of n-formyl amino acids (Scheme 1).[2] The
activity of 17E8 against several alternative substrates directly
correlates with the binding affinity of the corresponding
phosphonate analogues, which suggests that the phosphonates
are good mimics of the catalytic transition state and can be used
as probes of TS ± 17E8 interactions.[2]
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Scheme 1. A) Reaction catalyzed by 17E8. The putative tetrahedral intermediate
formed during the reaction is shown in the box. B) Phosphonates used in the
calorimetry experiments.


Table 1 shows thermodynamic data for phosphonate binding
to 17E8. The binding of 1 ±3 is governed by small favorable
enthalpie changes, in each case with significant favorable
entropic contributions (Table 1). The T�S


o


bind value contributes
more favorably to �G


o


bind than does the �H
o


bind value for 2 and 3,
whereas both components contribute equally to the free energy
change with 1. The �H


o


bind values are somewhat smaller than
expected based on calorimetric studies of many small-mole-
cule ± protein binding reactions, where the values obtained are
usually of the order of �10 kcalmol�1.[3] The �S


o


bind values are
also unexpected as the entropy is usually adversely affected by
the cost of bringing two molecules together, with �S


o


bind values
typically around �10 ± 20 calmol�1 K�1.[3, 4] Negative �Cp


o


bind


values are obtained from the temperature dependence of the
�H


o


bind energy change, which suggests that the hydrophobic
effect plays an important role in binding, despite the anionic
character of the phosphonates (Figure S1, see the Supporting


Information).[5] Furthermore, the relative �Cp
o


bind values are also
consistent with the hydrophobic effect as the hydrophobic
character of the side-chains decreases in the order 1�2�3.


The uptake of a proton is not observed at pH 7.0, but is
apparent as the pH value is increased to pH 9.2 (Figure S2 in the
Supporting Information), which suggests that a salt bridge is
critical for phosphonate binding. The importance of a salt bridge
in 17E8 hydrolysis has been proposed on the basis of the pH
dependence of 17E8 catalysis.[2] The structure of the 17E8 ¥1
complex reveals that Lys97H forms a salt bridge with the
phosphonate (Figure 1), which suggests that this interaction
assists in both the electrostatic stabilization of the anionic
transition state and the binding of the phosphonate.[2] The
T�S


o


bind values for 1 and 3 indicate that the favorable T�S
o


bind


contribution remains essentially unaltered upon removal of the
antibody ± side-chain interactions, which suggests that the
electrostatic interactions between the anionic portions of the
TS analogue and the 17E8 active site make a substantial
contribution to the positive T�S


o


bind term, a thermodynamic
hallmark of electrostatic interactions.[3, 5]


Our results suggest that although electrostatic interactions
contribute favorably to the T�S


o


bind term of the free energy of
binding between 17E8 and the phosphonate oxyanions, they
may not contribute favorably to the observed �H


o


bind values. The
binding of 3 with one carbon atom in a side chain is
characterized by a small �H


o


bind value (�1.7 kcalmol�1), which
includes interactions involving the remaining side-chain carbon
atom, the phenyl group, and the anionic part of the phospho-
nate. It is not unreasonable to expect the interactions involving
the phenol group and the antibody to be similar to the side-
chain-pocket interactions, which makes it apparent that the
interactions involving the anionic moiety probably make a
negligible or an unfavorable enthalpic contribution to binding.
Moreover, the complete removal of the side chain normally


Table 1. Thermodynamic parameters associated with the binding of 1, 2, and
3 to antibody 17E8.[a]


[1] [2] [3]


Ka� 10�5 [M�1] 6� 1 3� 1 0.34�0.08
�H


o


bind [kcalmol�1] � 4.0� 0.2 � 2.9�0.2 �1.7�0.2
�G


o


bind [kcalmol�1] � 7.9� 0.1 � 7.5�0.2 �6.2�0.1
T�S


o


bind [kcalmol�1] 3.9� 0.3 4.7�0.6 4.4�0.3
�Cp


o


bind [cal (mol ¥ K)�1] � 118� 8 �65� 9 � 53�5


[a] Ka , association constant ; �G
o


bind, free energy change on binding; �H
o


bind,
enthalpy change on binding; �S


o


bind, entropy change on binding; �Cp
o


bind,
change in heat capacity on binding. The calorimetric experiments were
performed at 24.5� 1.0 �C in a solution containing phosphate (50 mM) and
NaCl (150 mM) at pH 7.2. Racemic mixtures of the phosphonates were used.
The �G


o


bind and �S
o


bind values were calculated from the equation, �G
o


bind �
�RTlnKa��H


o


bind � T�S
o


bind. The errors associated with the parameters
�G


o


bind and �S
o


bind (standard state� 1.0 M) were obtained through the
propagation of errors associated with the �G


o


bind and �H
o


bind values. The
�Cp


o


bind values were obtained from the temperature dependence of �H
o


bind


by using the equation: �H
o


bind ��Ho��Cp
o


bind(T� To), where �Ho is the
binding enthalpy at an arbitrary reference temperature To . The following
correlation coefficients were obtained from the fits : 1, R� 0.993; 2, R�
0.972; 3, R� 0.989. These values were obtained from experiments carried
out under the conditions given above.
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Figure 1. Important active-site interactions of two hydrolytic antibodies, 48G7
and 17E8, with their corresponding phosphonate substrate transition-state
analogues. Hydrogen bonds between active-site residues and the phosphonates
are indicated by dashed yellow lines. The letters L and H refer to the light and
heavy chains of the antibody, respectively.


involved in binding and of the binding interactions with the
phenol moiety results in unfavorable increases in the �G


o


bind


value of more than 5 kcalmol�1 (data not shown), which
indicates that the anionic portion of the phosphonate does
not provide a strong anchor for binding. These results are
corroborated by several theoretical studies on antibody ± anti-
gen systems that also show that electrostatic interactions can
contribute unfavorably to �G


o


bind and �H
o


bind values.[6]


The structural analyses of hydrolytic antibody hapten com-
plexes provide evidence that their active sites contain preor-
ganized polar environments that would be expected to lower
the enthalpic and entropic requirements of activation relative to
those for the uncatalyzed reactions (Figure 1).[1b, 7] These active
sites are reminiscent of those in hydrolytic enzymes, which are
preorganized and serve to stabilize the developing oxyanion in
the transition state.[8] Indeed, the strategy of using phospho-
nates to elicit hydrolytic antibodies is based on the assumption
that an active-site environment that stabilizes this oxyanion will
be beneficial for catalysis.


The extent to which phosphonates are good mimics of the
ester hydrolysis transition state is limited and the thermody-
namic values associated with phosphonate binding to 17E8 may
not reflect ideal properties for catalysis at the active site.
However, the observed values, which include the smaller than
typical favorable enthalpic, and larger than typical favorable
entropic contributions to the �G


o


bind value, are consistent with
what is known about the thermodynamic characteristics of hy-


drophobic and electrostatic interactions.[3, 5] Thus, there appear
to be thermodynamic differences between the binding of phos-
phonates to hydrolytic antibodies and the active-site interac-
tions needed for efficient catalysis.


Stabilization of transition states often involves electrostatic
and other polar interactions.[6, 7] The desolvation of charged
groups on ligands and proteins is often not equally compen-
sated by the coulombic attraction between the interacting
groups, so electrostatic complementarity does not always
contribute favorably to �G


o


bind and �H
o


bind values.[9] Therefore,
candidate protein catalysts obtained from screens based purely
on transition-state analogue binding will not necessarily contain
active sites with strong electric fields that can balance the
energetics of a transition state. For example, in a 17E8 phage
display study, frequently occurring clones containing the Arg96L
to Trp96L mutation showed increased binding to 1, although
none of these clones proved to be active catalysts.[10] Like
Lys97H, Arg96L interacts with the phosphonate through salt
bridges and most likely contributes to the oxyanion hole.[2] In
addition, a structural comparison of hydrolytic antibody active
sites suggests that the number of positive charges correlates to
the efficiency of catalysis, whereas phosphonate affinity is not as
sensitive to such changes.[6] Such positive fields are not likely to
increase phosphonate binding affinity because of the higher
desolvation penalty that may become associated with the more
highly charged active site.[9, 11] The fact that there are more
solutions for binding and fewer for catalysis may be another
indication of the thermodynamic differences between binding
sites and catalytic sites (Figure 1).[1c, 6] Furthermore, it has also
been suggested that the creation of such a highly charged site is
likely to compromise protein stability and that this strain is
compensated by tertiary interactions in natural enzymes.[11] The
complex connection between transition-state analogue binding
and catalysis should become clearer with thermodynamic
analyses on additional catalytic systems.


Experimental Section


General : All molecular biology grade buffers used were purchased
from commercial suppliers (Aldrich, Sigma, and Fisher) and were
used without further purification. The phosphonate ligands
(Scheme 1) used in the studies were synthesized as described
previously.[2]


Antibody Preparation : 17E8 was isolated from ascites fluid and
purified by protein A affinity chromatography according to the
method described by Guo et. al. , with several modifications.[2] After
loading ascites fluid/binding buffer (1.5 M Glycine, 3 M NaCl, pH 9.5)
mixture onto protein A matrix, the column with washed with several
column volumes of phosphate-buffered saline (PBS). The column
was then washed with sodium acetate (0.1 M, pH 5.0). The antibody
was eluted with glycine (0.1 M, pH 2.6). The fractions were immedi-
ately neutralized with tris(hydroxymethyl)aminomethane ¥ HCl (1.0 M,
pH 9.0). The fractions containing protein were pooled and dialyzed
against PBS.


Isothermal titration calorimetry : The free energy and enthalpy of
inhibitor binding was measured with an Omega titration micro-
calorimeter (MicroCal, Inc.). The protein concentrations used to
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obtained the binding isotherms ranged from 0.015 �M to 0.040 �M.
The ligand concentrations used were as follows: 1, 0.5 mM; 2, 0.5 mM;
3, 1.0 mM. All buffers used in the calorimetry experiments were
degassed prior to use. The parameter c, where c�K[MT]O, K is the
association constant, and [MT]O is the total protein concentration,
ranged from 20 ± 50 in all experiments performed. The ligand
solutions were prepared with the degassed buffers and then filtered
through a 0.2 �m filter. The protein was exchanged into the desired
degassed buffer solution by gel filtration on PD-10 columns
(Pharmacia) that were pre-equilibrated with the desired buffer and
filtered through a 0.2 �m filter before use.


Data analysis : The titration isotherm data were analyzed by using
the program ORIGIN v2.9 (MicroCal, Inc). The data were fit to a single-
site binding model by using the Wiseman isotherm.[12] The variations
in the parameters obtained from the titration data (temperature
dependencies, pH dependencies, etc.) were fit to the equations
given in the text by using the KALIEDAGRAPH (Synergy Software)
plotting program. Parameters obtained from the fits (including
errors) are given in the figure legends as are the correlation
coefficients for the fits to the equations.


This study was supported by a grant from the National Institutes of
Health (Grant no. GM 50672). H.W. was supported by a National
Science Foundation Predoctoral and a United Negro College
Fund ±Merck Initiative Dissertation Fellowship. We gratefully
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calorimeter.


[1] a) D. N. Bolon, C. A. Voigt, S. L. Mayo, Curr. Opin. Chem. Biol. 2002, 6, 125 ±
129; R. A. Lerner, S. J. Benkovic, P. G. Schultz, Science 1991, 252, 659 ± 667;
b) D. R. Corey, C. S. Craik, J. Am. Chem. Soc. 1992, 114, 1784 ± 1790; c) D.
Hilvert, Annu. Rev. Biochem. 2000, 69, 751 ± 793.


[2] a) H. Wade, T. S. Scanlan, J. Am. Chem. Soc. 1999, 121, 11935 ± 11941;
b) G. W. Zhou, J. Guo, W. Huang, R. J. Fletterick; T. S. Scanlan, Science 1994,
265, 1059 ± 1064.


[3] M. Eftink, R. Biltonen, Thermodynamics of Interacting Biological Systems
(Ed. : A. E. Beezer), Academic Press, New York, 1980 ; J. T. Edsall, H.
Gutfreud, Biothermodynamics John Wiley and Sons, New York, 1983.


[4] K. P. Murphy, D. Xie, K. S. Thompson, L. M. Amzel, E. Freire, Prot. Struct.
Funct. Gen. 1994, 18, 63 ± 67; W. P. Jencks, Catalysis in Chemistry and
Enzymology, Dover Publications, Mineola, 1969.


[5] K. A. Dill, Biochemistry 1990, 29, 7133 ± 7155; W. Kauzmann, Adv. Protein
Chem. 1959, 14, 1 ± 63.


[6] L. T. Chong, Y. Duan, L. Wang, I. Massova, P. A. Kollman, Proc. Natl. Acad.
Sci. U.S.A. 1999, 96, 14430 ± 14335; J. Novotny, K. Sharp, Prog. Biophys.
Mol. Biol. 1992, 58, 203 ± 224.


[7] G. MacBeath, D. Hilvert, Chem. Biol. 1996, 3, 433 ± 445; R. Wolfenden, M.
Snider, C. Ridgeway, B. Miller, J. Amer. Chem. Soc. 1999, 121, 7419 ± 7420.


[8] W. R. Cannon, S. J. Benkovic, J. Biol. Chem. 1998, 273, 26257 ± 26260; A.
Warshel, J. Biol. Chem. 1998, 273, 27035 ± 27038.


[9] B. Honig, A. Nicholls, Science 1995, 268, 1144 ± 1149; M. K. Gilson, B. J.
Honig, Computer-Aided Mol. Design, 1991, 5, 5 ± 20.


[10] M. Baca, T. S. Scanlan, R. C. Stephenson, J. A. Wells, Proc. Natl. Acad. Sci.
U.S.A. 1997, 94, 10063 ± 10068.


[11] B. K. Scoichet, W. A. Baase, R. Kuroki, B. W. Matthews, Proc. Natl. Acad. Sci.
U.S.A. 1995, 92, 452 ± 456.


[12] T. Wiseman, S. Williston, J. F. Brandts, L. Lin, Anal. Biochem. 1989, 179,
131 ± 137.


Received: January 23, 2003 [Z563]





